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Abstract

Modeling Multi-User Interference (MUI) is crucial in the design of wireless networks. In the case of Impulse Radio (IR)-

Ultra Wide Band (UWB) networks, most of the adopted models are inspired by the legacy of the reference literature on

spread spectrum communications, and do not address specific features for IR systems, where spectrum spreading is

basically obtained by the radiation of very short time-limited pulses. The problem of conceiving a specific model for MUI

in IR-UWB networks is addressed in this paper. The reference scenario consists of multiple asynchronous users

transmitting IR-UWB signals using Pulse Position Modulation (PPM) in combination with Time Hopping (TH) coding.

We provide a novel analytical expression for the average BER based on the observation that interference in IR is provoked

by collisions occurring between pulses belonging to different transmissions. The proposed method requires specification of

a similar set of system parameters as Gaussian-based approaches, but shows improved accuracy in estimating BER.

r 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Different methods have been proposed in the
recent past for evaluating the effect of Multi-user
Interference (MUI) on the performance of Impulse
Radio-Ultra Wide Band (IR-UWB) networks [1].
Most of the above methods are inspired by the
legacy of the reference literature on Spread Spec-
trum (SS) communications, in which significant
emphasis is given to the analysis of the Code
Division Multiple Access (CDMA) case, with
particular focus on 3G CDMA networks.
e front matter r 2006 Elsevier B.V. All rights reserved
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detto).
First models for MUI in CDMA networks were
based on the standard Gaussian approximation
(SGA). The SGA relies on the observation that
when MUI is provoked by the sum of a large
number of users, interference can be treated as an
additive Gaussian noise with uniform power spec-
trum over the frequency band of interest. Under this
assumption, receiver tolerance to MUI easily
expresses as a function of the average signal to
noise ratio at the reference receiver, where noise
power is calculated as the sum of thermal noise and
average MUI powers. The use of the SGA for
modelling MUI was first introduced by Pursley [2]
in an attempt to assess the multiple access capabil-
ities of a Direct Sequence (DS) CDMA system
operating over an ideal AWGN channel and
.
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employing ideal rectangular (band-unlimited) chip
waveforms. The work in [2] was further extended in
order to encompass the adoption of band-limited
chip waveforms [3] and propagation over multipath-
affected channels [4]. The unchallenged success of
the SGA resides in two basic features: (i) it is simple,
i.e., few system parameters are required for evaluat-
ing performance; (ii) it is fast, i.e., the average BER
is provided through an explicit form which can be
calculated at a reduced computational cost. Such
properties have also proved to be very effective for
deriving admission control policies and power
allocation strategies for multi-user CDMA-based
networks [5–9]. The SGA, however, is based on the
central limit theorem, and provides thus accurate
BER estimations only for scenarios with high MUI
levels, i.e., for densely populated networks [10].
Specifically, the SGA was shown to provide
accurate BER estimations when MUI yields to a
measured BER higher than 10�3. Contrarily, the
gap between theoretical and measured BERs may be
as large as several orders of magnitude when
scenarios with low MUI are taken into account [11].

In order to comply with the SGA inaccuracy in
scarcely populated networks, modifications of the
original method have been suggested, such as the
Improved Gaussian Approximation (IGA) pro-
posed by Morrow and Lehnert [12] and Morrow
and Lehnert [13]. By the IGA, system performance
is determined by first computing the conditional
BER for a generic value of the MUI power, and by
then averaging over all possible MUI power values.
Contrarily to the SGA, which evaluates BER at
average operating conditions, the IGA averages the

BER over all possible MUI scenarios. IGA proved
to be more accurate than SGA, also for scarcely
populated networks or systems with dominating
interferers [10]. In particular, BER estimation by the
IGA was shown to match BER curves obtained by
simulation for values as low as 10�6 [14]. The IGA,
however, is neither simple nor fast to implement.
This method, in fact, requires the evaluation of the
probability density function of the MUI power,
which is not an easy task for several operating
conditions. In [12], for example, results are only
provided for the simple scenario where all interfer-
ing signals are received with same power of the
useful signal, and thermal noise is not present at the
reference receiver. Based on the IGA approach, a
Simplified IGA (SIGA) method was first proposed
by Holtzman [15], and then extended by Morrow
[16] and Nguyen and Shwedyk [17]. With the SIGA
method, the knowledge of the probability density
function of the MUI power is not required, since the
BER is computed by means of approximations. In
particular, the BER is expressed as an expansion in
differences, with parameters derived as in [18].
SIGA BER expressions present an accuracy which
is comparable to that of IGA, but with a computa-
tional complexity which is comparable to that of
SGA. BER estimations by SIGA, however, closely
fit simulation data only when power control is
implemented at the reference receiver. In this case,
the accuracy of SIGA is verified for BER values as
low as 10�5 [15]. When the hypothesis of power
control is removed, SIGA dramatically decreases in
accuracy, in particular when systems with dominat-
ing interferers are taken into account [10,14,19].

An alternative to the above Gaussian-based
approaches is given by the Characteristic Function
(CF) method, which was initially proposed by
Geraniotis and Pursley [20] for DS-CDMA systems
with interfering users received with equal power and
deterministic codes. This work was then extended
by Geraniotis and Ghaffari [21] to the case of non-
deterministic codes, and by Corazza et al. [22] in
order to remove the hypothesis of power control at
the reference receiver. The CF method is not
original, since it was formerly introduced for
determining the average symbol error rate in
single-user communications affected by inter-sym-
bol interference [23,24]. When applied to MUI
estimation, the CF method provides exact analytical
expressions for the average BER. These expressions,
however, include both open-ended and finite in-
tegrals, which can be computed only by numerical
evaluation through the Simpson’s rule, for example,
or by the trapezoid approximation [25]. Depending
on the computational complexity that can be
afforded for solving such integrals, the estimate is
more or less accurate. Computational complexity
can be reduced in special operating conditions, as
for example, when PSK modulation techniques are
taken into account [20], but it remains the major
drawback of the CF method.

A non-Gaussian approach to MUI estimation for
SS systems was also proposed by Laforgia et al. [26].
Similarly to the CF method, the average probability
of error is expressed by means of integration
formulas. In this case, however, the Gaussian
Quadrature Rule (GQR) is used for simplifying
the numerical evaluation of such integrals [27]. The
use of the GQR method in communication systems
was initially introduced for evaluating performance
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in optical fiber transmission systems [28] and in
wireless channels affected by inter-symbol interfer-
ence [29]. When applied to the case of multi-user
CDMA systems, the GQR technique guarantees an
accuracy in estimating BER which is comparable to
that achievable with the CF method, but with
reduced computational complexity. The problem
with GQR is that it requires a high number of
moments (from 10 to 20) for characterizing the
MUI random process. If such information is not
available, as it usually happens in practical situa-
tions, numerical routines are necessary for evaluat-
ing the moments, with consequently an increase of
computational time. In [26], the GQR technique is
applied to the special case of DS-CDMA signals
propagating over an AWGN channel, but the
analysis was then extended in [30,31] to the case of
multipath-affected channels.

At first glance, IR-UWB technology is based on
the same principles of conventional SS-CDMA, i.e.,
spectral expansion of the waveform generated by
the user, and adoption of different codes for
allowing different users to share the same radio
resource. As a consequence, each of the above MUI
models can be theoretically extended to the case of
IR-UWB systems. Earlier contributions to inter-
ference estimation in IR-UWB networks were based
in fact on the SGA approach [32,33]. Under the
SGA, receiver tolerance to MUI simply depends
upon the processing gain of the system, which is
defined as the ratio between the total bandwidth
used for transmission and the bit rate of the
reference user. The higher the processing gain, the
higher the number of devices which can simulta-
neously access the physical medium for a target
performance. Simplicity of BER estimation under
the SGA favored the development of several
resource allocation algorithms for both centralized
and distributed IR-UWB networks [34–37]. Further
investigations showed, however, as in the CDMA
case, that the SGA provides weak estimations of the
average BER when low values of user bit rate [38] or
sparse topologies [39] are considered. An asympto-
tic study on the validity of the Gaussian approx-
imation for IR-UWB was also proposed by Fiorina
and Hachem [40], based on the Lindeberg’s condi-
tion [41]. Results of Fiorina and Hachem [40] show
that for both Pulse Position Modulation (PPM) and
Pulse Amplitude Modulation (PAM) signal formats
the probability distribution of MUI is Gaussian
provided that both the number of pulses per bit and
system processing gain tend to infinity.
Recent papers [42–44] apply the CF approach for
deriving highly accurate BER expressions, but at the
price of an increased computational complexity. In
[42], Hu and Beaulieu derive exact average BER
expressions for IR-UWB systems based on PPM
and PAM in combination with Time Hopping (TH)
coding, in the case of propagation over an AWGN
channel. BER estimation requires the numerical
evaluation of open-ended integrals, but guarantees
an excellent fit of theoretical vs. simulated data for
BER values as low as 10�10. In [43], Forouzan et al.
apply the CF method for estimating the perfor-
mance of PPM–TH systems in a scenario where all
users are received with equal power, and the
presence of thermal noise at the reference receiver
is neglected. In such a scenario, a BER expression
with reduced complexity is derived by introducing a
linear approximation for the probability density
function of the MUI term. In [44], Sabattini et al.
evaluate an approximation of the CF function for
an ideal PPM–TH system where rectangular pulse
waveforms are assumed to propagate over AWGN
channels. Under such hypotheses, a closed-form
expression for the BER is provided, which was
demonstrated to provide accurate BER estimations
even in the presence of few interfering users.

In [45], Durisi and Benedetto apply the GQR
method to the case of IR-UWB signals propagating
over AWGN channels, and provide a BER expres-
sion which was demonstrated to very well fit
simulation data when 13 moments of the MUI term
are introduced within the computation.

Innovative approaches to MUI modeling for IR-
UWB were proposed by Fontana [46] and by Di
Benedetto et al. [47]. In [46], interference provoked
by IR-UWB signals at the output of a band-pass
filter is modeled as a filtered Poisson random signal
characterized by an average count rate l (pulse
inter-arrival time). It is shown that when l is large,
the interference provoked by an UWB signal tends
to a Gaussian random process. In [47], MUI is
analyzed under a novel perspective that explicitly
takes into account the peculiar way in which
information is structured in IR transmissions, that
is, MUI is modeled based on the observation that
interference in IR is provoked by collisions occur-
ring between pulses belonging to different transmis-
sions. Average probability of error is expressed in
[47] as the product of two contributions: (i) the
average probability of having at least one collision
at the input of the reference receiver; (ii) the average
probability of error on the bit, conditioned on the
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event that one or more collisions have occurred at
the receiver input. For both the above terms, an
analytical expression is provided under rather
simplistic hypotheses, i.e., without introducing a
receiver structure.

The present work extends [47] by redefining both
the events of pulse collision and bit error based on a
complete receiver structure definition. In particular,
the model for the receiver includes soft detection
which produces an estimate of a current bit value by
collecting information conveyed by the set of pulses
representing it. In addition, we introduce a refined
definition for the probability of bit error given that
one or more collisions have occurred, which also
incorporates the effect of thermal noise in the
receiver. A novel analytical expression for the
average BER is then provided for the case of IR-
UWB signals employing PPM in combination with
TH coding, and propagating over AWGN channels.
Power control at the reference receiver is not required
for BER computation under the proposed approach.

This paper is organized as follows. Section 2
defines the system model. Section 3 describes the
novel method for MUI estimation, and compares
the proposed MUI model with already available
models in terms of computational complexity and
required knowledge of systems parameters. Section
4 validates the proposed MUI model by simulation
of different network scenarios. Finally, Section 5
concludes the paper.
2. System model

The system model analyzed in this paper consists
of a reference transmitter TX which emits IR-UWB-
TH-PPM signals to a reference receiver RX. The
binary sequence b generated by TX is formed by
independent and identically distributed random
variables with equally probable symbols ‘‘0’’ and
‘‘1’’. The transmitted signal writes:

sTXðtÞ ¼
ffiffiffiffiffiffiffiffiffi
ETX

p X
j

p0 t� jTS � yj � �b j=NSb c

� �
,

(1)

where p0ðtÞ is the energy-normalized waveform of
the transmitted pulses, ETX is the energy of each
pulse, TS is the average pulse repetition period,
0pyjoTS is the time shift of the jth pulse provoked
by the TH code, e is the PPM shift, bx is the xth bit
of b, NS is the number of pulses transmitted for each
bit, and xb c is the inferior integer part of x.
According to (1), the PPM modulator introduces a
delay e on all NS pulses corresponding to a ‘‘1’’ bit.

A general flat AWGN channel model is assumed.
The impulse response for the channel between TX
and RX is given by hðtÞ ¼ adðt� tÞ, where a and t
are the amplitude gain and propagation delay. TX
and RX are assumed to be perfectly synchronized,
i.e., RX has perfect knowledge of t. The channel
output is corrupted by thermal noise and MUI
generated by Ni interfering IR-UWB devices. The
received signal thus writes:

sRXðtÞ ¼ ruðtÞ þ rmuiðtÞ þ nðtÞ, (2)

where ru(t), rmui(t), and n(t) are the useful signal,
MUI, and thermal noise, respectively. As regards
ru(t), one has:

ruðtÞ ¼
ffiffiffiffiffiffi
Eu

p X
j

po t� jTS � yj � �b j=NSb c � t
� �

,

(3)

where Eu ¼ a2ETX.
As regards rmui(t), we assume that all interfering

signals are characterized by same TS, and thus:

rmuiðtÞ ¼
XNi

n¼1

ffiffiffiffiffiffiffiffi
EðnÞ

p

�
X

j

po t� jTS � yðnÞj � �b
ðnÞ

j=N
ðnÞ

S

� � � tðnÞ
� �

,

ð4Þ

where E(n) and t(n) are received energy per pulse and
delay for the nth interfering user. The relative delay
DtðnÞ ¼ t� tðnÞ is assumed to be a random variable
uniformly distributed between 0 and TS. The terms
yðnÞj , bðnÞx and N

ðnÞ
S in (4) are the time shift of the jth

pulse, the xth bit generated by user n, and the number
of pulses per bit for the nth transmitter, respectively.
In the present system model, both TH codes and data
bit sequences are randomly generated and correspond
to pseudo-noise sequences, that is, yðnÞj terms are
assumed to be independent random variables uni-
formly distributed in the range [0,TS), and bðnÞx values
are assumed to be independent random variables with
equal probability to be ‘‘0’’ or ‘‘1’’.

Finally, signal nðtÞ in (2) is Gaussian noise, with
double-sided power spectral density N0/2.

The optimum single-user receiver for the above
system model is composed by a coherent correlator
followed by a ML detector [1]. In every bit period
Tb ¼ NSTS, the correlator converts the received signal
of (2) into a decision variable Z, which forms the
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input of the detector. Soft decision detection is
performed, i.e., the signal formed by NS pulses is
considered as a single multi-pulse signal. The received
signal is thus cross-correlated with a correlation mask
m(t) that is matched with the train of pulses
representing one bit. The input of the detector Z(x),
for a generic bit bx, can be thus expressed as follows:

ZðxÞ ¼

Z ðxþ1ÞNSTSþt

xNSTSþt
sRXðtÞmxðt� tÞ dt ¼ Zu þ Zmui þ Zn,

(5)

where mx(t) is the correlation mask for bx, i.e.

mxðtÞ ¼
Xðxþ1ÞNS

j¼xNS

ðp0ðt� jTS � yjÞ

� p0ðt� jTS � yj � �ÞÞ. ð6Þ

Eq. (5) indicates that the decision variable Z(x)
consists of three terms: the signal term Zu, the MUI
contribution Zmui, and the noise contribution Zn,
which is Gaussian with zero mean and variance
s2n ¼ NSN0gð�Þ, where gð�Þ ¼ 1� R0ð�Þ, and where
R0(e) is defined as the autocorrelation function of
the pulse waveform p0(t):

R0ðtÞ ¼

Z þ1
�1

p0ðxÞp0ðx� tÞdx. (7)

Bit bx is estimated by comparing the ZðxÞ term in
(5) with a zero-valued threshold according to the
following rule: when ZðxÞ40 decision is ‘‘0’’, when
ZðxÞo0 decision is ‘‘1’’. For independent and
equiprobable transmitted bits, the average BER at
the output of the detector is thus:

BER ¼
1

2
ProbðZðxÞo0jbx ¼ 0Þ

þ
1

2
ProbðZðxÞ40jbx ¼ 1Þ

¼ ProbðZðxÞo0jbx ¼ 0Þ. ð8Þ

3. The Pulse Collision model

Under the SGA hypothesis, random variables
Zmui and Zn in (5) would be both modeled as
Gaussian random variables with zero mean and
variance smui

2 and sn
2, respectively. With respect to

smui
2 that can be interpreted as the MUI power at

the correlator output at the average operating
conditions, one has [1]

s2mui ¼
NS

TS
s2M
XNi

n¼1

EðnÞ, (9)
where the sM
2 term depends upon pulse waveform

p0ðtÞ and value of the PPM shift e, according to the
following relation:

s2M ¼
Z þ1
�1

Z þ1
�1

p0ðt� tÞðp0ðtÞ � p0ðt� �ÞÞdt

� �2

dt.

(10)

Under the SGA, the average BER writes

BER ¼
1

2

erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2

NSEugð�Þ
N0

� ��1
þ

NSTSgð�Þ

s2M
PNi

n¼1ðE
ðnÞ=EuÞ

 !�10
@

1
A
�1

vuuut
0
B@

1
CA.

ð11Þ

The SGA is derived from the central limit
theorem and is thus valid only asymptotically.

We now introduce the proposed model that
moves away from the Gaussian approach. Observe
that the signal term Zu in (5) is given by

Zu ¼
þNS

ffiffiffiffiffiffi
Eu

p
gð�Þ if bx ¼ 0;

�NS

ffiffiffiffiffiffi
Eu

p
gð�Þ if bx ¼ 1;

(
(12)

according to which the BER expression in (8)
rewrites:

BER ¼ ProbðNS

ffiffiffiffiffiffi
Eu

p
gð�Þ þ Zmui þ Zno0Þ

¼ ProbðZmuio� ðNS

ffiffiffiffiffiffi
Eu

p
gð�Þ þ ZnÞÞ

¼ ProbðZmuio� yÞ, ð13Þ

where y is a Gaussian random variable with mean
NS

ffiffiffiffiffiffi
Eu

p
gð�Þ and variance NSN0gð�Þ.

BER expression in (13) can be evaluated by first
computing the conditional BER for a generic y

value, and by then averaging over all possible y

values, i.e.,

BER ¼

Z þ1
�1

ProbðZmuio� yjyÞpY ðyÞdy, (14)

where pY ðyÞ is the Gaussian probability density
function of y.

In our approach, conditional probability of error
Prob ðZmuio� yjyÞ takes into account collisions
between pulses of different transmissions. In every
bit period Tb, the number of possible collisions at
the input of the receiver, denoted with NC, is
confined between 0 and NSNi, given NS pulses per
bit and Ni interfering users. Under the reasonable
assumption that the events of collision are indepen-
dent of one another, the conditional probability of
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PCP(NC)

PCP(NC)

1−

y

1

Prob(Zmui < −y⏐y,NC)

2

−Zmax(NC) Zmax(NC)O

Fig. 1. Linear model for the conditional probability of error

ProbðZmuio� yjy;NCÞ, given y and given NC.
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error can be rewritten as follows:

ProbðZmuio� yjyÞ

¼
XNSN i

NC¼0

ProbðZmuio� yjy;NCÞPCPðNCÞ, ð15Þ

where PCP(NC) indicates the probability of having
NC pulse collisions within one single bit interval.
When substituting (15) into (14), one obtains

BER ¼
XNSN i

NC¼0

PCPðNCÞ

�

Z þ1
�1

ProbðZmuio� yjy;NCÞpY ðyÞdy.

ð16Þ

For independent interferers, PCP(NC) can be
reasonably expressed through the binomial distribu-
tion, i.e.,

PCPðNCÞ ¼
NSN i

NC

 !
PNC

C0 ð1� PC0Þ
NSN i�NC , (17)

where PC0 is the probability that a single interfering
device produces a colliding pulse within TS. PC0 can
be computed as the fraction of TS during which the
receiver may be affected by the presence of an
interfering pulse and produce non-zero contribu-
tions to Zmui, and can thus be expressed as follows:

PC0 ¼
minð2TM þ �; 4TM;TSÞ

TS
, (18)

where TM is the length of the pulse waveform p0(t),
defined as the period of time in which a given
percentage of the pulse energy is contained. Eq. (18)
indicates that the time of possible collision is equal
to the correlator window (2TM+e), except when
(2TM+e) is either four times greater than TM or
greater than TS.

The next step for estimating BER is to define the
shape of the conditional probability of error. We
propose here for ProbðZmuio� yjy;NCÞ the linear
model shown in Fig. 1 and analytically expressed by:

ProbðZmuio� yjy;NCÞ

¼

1 for yp� ZmaxðNCÞ;

1� PCPðNCÞ

2
1þ y

ZmaxðNCÞ

� �
for � ZmaxðNCÞoyp0;

PCPðNCÞ

2
1� y

ZmaxðNCÞ

� �
for 0oypZmaxðNCÞ;

0 for y4ZmaxðNCÞ;

8>>>>>>><
>>>>>>>:

ð19Þ
where Zmax(NC) is defined as the maximum value
for the MUI term Zmui, when NC collisions have
occurred at the reference receiver.

The selection of a linear model for the conditional
probability of error simplifies the analytical deriva-
tion of the BER at the reference receiver. Moreover,
it was shown in [43] that the cumulative density
function of MUI caused by one single interferer can
be reasonably fitted by a linear function. Based on
[43], we propose the linear model in (19), which
includes multiple interferers with different received
powers. The model in (19) was selected on the basis
of both practical observations and statistical results
emerged by simulation. First, the model in (19)
reflects the observation that for a given number of
collision NC, an error occurs with probability 1 if
the sum of Zu and Zn, i.e. y, is negative and lower
than �Zmax(NC). Such a probability of error
decreases with y, and becomes 0 when y is positive
and higher than Zmax(NC). In this case, in fact, MUI
does not provoke an error since the interference
contribution at the receiver output is below y.
Secondly, the expression in (19) foresees the
presence of a discontinuity in y ¼ 0 for the
conditional probability of error ProbðZmuio
�yjy;NCÞ. Such a discontinuity was introduced in
our model for approximating the peak in y ¼ 0 that
emerges in the probability density function of the
MUI term for PPM receiver structures. As indicated
in Eq. (6), in fact, the decision variable for a PPM
system is given by the subtraction of two separate
contributions. As a consequence, interfering pulses
at the receiver input may produce ‘‘zero’’ contribu-
tions at the receiver output even when their
positions in time fall within the correlator window.
This happens, for example, when the relative delay
of a single interfering pulse with respect to the
reference pulse is half the value of the PPM shift.
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According to (19), knowing Zmax(NC) is required
for computing ProbðZmuio� yjy;NCÞ. In the spe-
cial case of power control at RX, that is all
interfering as well as reference signals have same
power at RX, Zmax(NC) easily expresses as follows:

ZmaxðNCÞ ¼ NC

ffiffiffiffiffiffi
Eu

p
. (20)

When power control is not implemented at RX,
the maximum value of MUI depends on the
interfering pattern at the receiver. Specifically, for
a given NC, there are as many Zmax(NC) possible
values as the number of possible combinations of
NC collisions among the Ni interfering users. For a
given NC, however, different estimates for Zmax(NC)
can be obtained as will be discussed below.

A first estimate for Zmax(NC) can be obtained
under the assumption of a ‘‘worst case’’ scenario
where interference is always provoked by those
users with the highest interfering energies. In this
case, one has:

ZðworstÞmax ðNCÞ ¼
XN i

j¼1

Mðj;NCÞ

ffiffiffiffiffiffiffi
E
ðjÞ
S

q
, (21)

where

Mðj;NCÞ ¼ maxf0;minfNS;NC �NSðj � 1Þgg (22)

and where E
ð1Þ
S ; E

ð2Þ
S ; . . . ; E

ðN iÞ

S are the interfering
energies Eð1Þ; Eð2Þ; . . . ; EðN iÞ of (4), sorted in des-
cending order that is E

ðjÞ
S ; E

ðjþ1Þ
S , for jA[1,Ni�1].

For a given set of interfering energies, Zmax can be
computed based on (21), and only depends upon
NC. Computer simulation of different node topol-
ogies and corresponding different sets of interfering
energies showed that the ‘‘worst case’’ assumption
ceases to be valid and leads to unrealistic over-
estimates of MUI, when interfering energies are
extremely different from one another such as in the
case of a few dominating interferers.

An opposite approach consists in assuming a
‘‘best case’’ scenario where collisions are provoked
by those users with lowest interfering energies. In
this case, one has:

ZðbestÞmax ðNCÞ ¼
XN i

j¼1

mðj;NCÞ

ffiffiffiffiffiffiffi
E
ðjÞ
S

q
, (23)

where:

mðj;NCÞ ¼ maxf0;minfNS;NC �NSðN i � jÞgg.

(24)

As for the worst case, computer simulations were
performed. Results showed that the Zmax(NC)
estimate obtained by application of (23) strongly
under-estimates MUI, when interferers are charac-
terized by largely different power levels.

A third possible approach models interference by
assuming interfering pulses with same amplitude
Am. Amplitude Am is obtained by averaging over all
effectively received amplitude values and is thus
expressed by:

Am ¼
1

N i

XN i

j¼1

ffiffiffiffiffiffiffi
EðiÞ

p
. (25)

Eq. (25) models an ‘‘average’’ interfering pattern,
and we thus define this case as the ‘‘average case’’
scenario. At the correlator output, the interference
term is:

ZðaverageÞmax ðNCÞ ¼ NCAm. (26)

As expected, when severe near–far effects are
present, the ‘‘average amplitude’’ hypothesis weakly
reflects the interfering pattern at RX and therefore
(26) fails in estimating MUI.

In order to improve the accuracy of MUI
estimates in those cases where the above models
fail, that is, for near–far affected systems, we
consider an ‘‘intermediate case’’ where Zmax(NC) is
computed similarly to (21), that is by privileging
dominating interferers, but taking into account the
presence of interferers with lower powers. The
proposed estimate for Zmax(NC) is in this case
expressed as follows:

ZðintÞmaxðNCÞ ¼
XN i

j¼1

NC � j þ 1

N i

� 	 ffiffiffiffiffiffiffi
E
ðjÞ
S

q� �
. (27)

Fig. 2 shows the Zmax(NC) values obtained under
the four different assumptions corresponding to: (i)
‘‘worst case’’ (upward triangles on figure, see (21));
(ii) ‘‘best case’’ (downward triangles on figure, see
(23)); (iii) ‘‘average case’’ (squares on figure, see
(26)); and (iv) ‘‘intermediate case’’ (crosses on
figure, see (27)), as a function of number of
collisions NC. These values were computed for a
specific set of parameters defined as follows: N i ¼ 5,
NS ¼ 2, and interfering energies (assumed to be in
(volts)2) Eð1Þ ¼ 1=8V2, Eð2Þ ¼ 1=2V2, Eð3Þ ¼ 1V2,
Eð4Þ ¼ 2V2, Eð5Þ ¼ 4V2. Fig. 2 reads as follows.
Consider for example the case NC ¼ 3, that is three
colliding pulses over one-bit interval. Since NS ¼ 2
the ‘‘worst case’’ assumes that among the three
interfering pulses, two have energy E(5) and one has
energy E(4). The ‘‘best case’’ considers that two
pulses have energy E(1) and one pulse has energy
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E(2). The ‘‘average case’’ considers three pulses with
equivalent energy E ¼ ð1=5

P5
j¼1

ffiffiffiffiffiffiffi
EðjÞ
p

Þ
2. The ‘‘inter-

mediate case’’ considers the first colliding pulse with
E(5), the second with E(4), and the third with E(3).
Fig. 2 shows that the proposed intermediate
approach leads to similar MUI estimates as the
worst case for the upper and lower values of NC, i.e.,
for extreme MUI values (lower bound: NC is close
to zero, and upper bound: NC is close to NSN i).
Note that for NC values close to extremes, the
difference between ‘‘worst case’’ and ‘‘average case’’
estimates is minimum. For central NC values, the
difference between worst case and average estimates
is maximum, while the proposed intermediate
approach moves away from worst estimates to tend
to average estimates.

Given Zmax(NC), we can finally introduce the
conditional probability function of (19) into (16).
One can find the following approximate expression
for the average BER at receiver output (see
Appendix A for the analytical derivation):

BER � Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NSEu

N0
gð�Þ

r� �

þ
XN iNS

NC¼0

PCPðNCÞ
2

2
O

NSEu

N0
gð�Þ;

ZmaxðNCÞ
2

NSN0gð�Þ

� �
,

ð28Þ
where

OðA;BÞ ¼ Qð
ffiffiffiffi
A
p
�

ffiffiffiffi
B
p
Þ þQð

ffiffiffiffi
A
p
þ

ffiffiffiffi
B
p
Þ � 2Qð

ffiffiffiffi
A
p
Þ.

(29)

The BER expression in (28) includes a first term
that only depends on signal to thermal noise ratio at
RX input, and a second term accounting for MUI.
Note that for computing (28), no additional
information with respect to the BER computation
with the SGA is requested.

The result in (28) provides an explicit analytical
expression for the average BER at the reference
receiver in the case of propagation over an AWGN
channel. Note, however, that the proposed ap-
proach for modelling MUI remains valid in the
presence of multipath-affected channels. When
multipath propagation is taken into account, the
signal at the receiver is characterized by an
increased number of pulses with respect to free-
space propagation. Nevertheless, interference is still
provoked by collisions occurring between pulses
belonging to different transmissions, and the result
of (28) can be extended adjusting the number of
collisions and the maximum interference term for a
given number of collisions, i.e., by expanding (17)
and (27) which are specific to the AWGN case.
Preliminary tests of the model for a set of specific
multipath-affected channel realizations indicate the
validity of the adopted approach [48].

4. Simulation results

Simulation of a network of four nodes provided
the results presented in Figs. 3 and 4 for two
and N i ¼ 3.
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reference signal formats. In both cases, four users
are considered ðN i ¼ 3Þ, and power control is
assumed at RX. In the case of Fig. 3, transmitted
signals have NS ¼ 2 and TS ¼ 25 ns, leading to
Rb ¼ 20Mb=s (signal format A). In the case of Fig.
4, transmitted signals have NS ¼ 4 and TS ¼ 25 ns,
leading to Rb ¼ 10Mb=s (signal format B). In both
cases, p0ðtÞ is the second derivative Gaussian wave-
form [33], with TM ¼ 1 ns and � ¼ 1 ns. Perfor-
mance is expressed by BER vs. signal to noise ratio
Eb=N0, where Eb ¼ NSEu is the received energy per
bit. Note that Figs. 3 and 4 are computed for same
Eb, meaning that Eu is different in the two figures.
Thus, one should not be surprised if performance
seems to degrade from NS ¼ 2 to 4 since Eu is
smaller for NS ¼ 4. In other words, the plots in Figs.
3 and 4 show that in systems affected by MUI,
receiver performance does not depends only on the
amount of useful energy per bit which is collected at
the receiver, but it also depends on how many pulses
are used for transmitting such energy. BER
estimates based on Pulse Collision (squares) are
plotted against simulation values (solid line) and
SGA values (circles). Note that Pulse Collision
values very well fit simulation data, while SGA
underestimates BER.

Fig. 5 compares Pulse Collision vs. SGA for two
signal formats A and B, when increasing Ni.
Observe that BER estimates based on Pulse Colli-
sion are always higher than BER estimates based on
SGA. The gap between the models decreases for
high Ni, that is, when the number of collisions at the
receiver input justifies the application of the central
limit theorem. Preliminary investigations obtained
by varying Ni and NS seam to lead to similar
network behavior.

In Figs. 6 and 7, performance of the proposed
MUI model is evaluated in two different scenarios
where the hypothesis of power control at RX is
removed. In both cases, transmitted signals have
NS ¼ 1 and TS ¼ 60 ns, leading to Rb ¼ 16.66Mb/
s. In the case of Fig. 6, the network consists of one
reference user with received energy per pulse Eu, and
three interfering users with received energy per pulse
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E(1)
¼ Eu, E(2)

¼ 4Eu, and E(3)
¼ (1/4) Eu, respec-

tively. In the case of Fig. 7, the network consists of
one reference user with received energy per pulse Eu,
and five interfering users with received energy per
pulse E(1)

¼ Eu, E(2)
¼ 4Eu, E(3)

¼ 8Eu, E(4)
¼ (1/4)

Eu, and E(5)
¼ (1/8) Eu, respectively. In both cases,

performance is expressed by BER vs. signal to noise
ratio Eu=N0, and BER estimates based on Pulse
Collision are plotted against simulation values and
SGA values. By comparing the results of Figs. 6 and
7 with those of Figs. 3 and 4, one can conclude that
the proposed MUI model guarantees accuracy in
estimating the BER which is higher than SGA
accuracy, for both power-balanced and power-
unbalanced networks.

5. Conclusions

In this paper, a novel method for estimating BER
in IR-UWB networks affected by MUI was
presented. Differently from existing solutions,
which basically extend to the UWB case results
that are known for SS-CDMA systems, the pro-
posed method analyzes MUI under a novel per-
spective, which explicitly takes into account the
peculiar way in which information is structured and
conveyed by IR-UWB devices. In IR-UWB, in-
formation bits are coded into sequences of short
pulses. MUI can thus be re-analyzed by observing
that interference at the reference receiver is pro-
voked by collisions occurring between pulses
belonging to different transmissions. Based on this
observation, a novel analytical expression for the
average BER was derived for the reference scenario
where IR-UWB-PPM-TH signals propagate over
AWGN channels, and terminals adopt single user
receivers with soft decision detection.

The proposed approach showed high accuracy in
estimating receiver performance by simulation of
different network topologies. Results were pre-
sented for both power-controlled and power-un-
balanced systems. Estimation accuracy provided by
the proposed method results to be much higher than
that provided by conventional Gaussian-based
approaches, in particular when scarcely populated
systems, or systems with dominating interferers, or
low-rate systems are taken into account. Differently
from existing non-Gaussian approaches, however,
the proposed approach does neither require knowl-
edge of additional system parameters, as in GQR
methods, nor necessitates numerical computation of
open-ended integrals, as in the CF method. Note
that the adopted Pulse Collision approach is
applicable in a straightforward manner to other
IR signal formats, such as PAM-TH-UWB or
DS-UWB.

A natural extension of this work is to include
propagation over multipath-affected channels. The
Pulse Collision approach presented in this paper is
in fact flexible enough to include improved sophis-
tications of receiver structures, such as RAKE, and
as such promises to be effective for predicting the
behavior of complex UWB networks.
Appendix A. Analytical derivation of the average

BER in the Pulse Collision model

In this appendix, we illustrate the derivation of
the average BER at the receiver output following
the Pulse Collision approach. According to Section
3, the average BER can be evaluated by introducing
the conditional probability function of (19) into
(16). One has

BER ¼
XNSN i

NC¼0

PCPðNCÞ

Z �ZmaxðNCÞ

�1

pY ðyÞdy




þ

Z 0

�ZmaxðNCÞ

pY ðyÞdy

�
PCPðNCÞ

2

Z 0

�ZmaxðNCÞ

pY ðyÞdy

�
PCPðNCÞ

2ZmaxðNCÞ

Z 0

�ZmaxðNCÞ

ypY ðyÞdy
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þ
PCPðNCÞ

2

Z þZmaxðNCÞ

0

pY ðyÞdy

�
PCPðNCÞ

2ZmaxðNCÞ

Z þZmaxðNCÞ

0

ypY ðyÞdy

�

¼
XNSN i

NC¼0

PCPðNCÞ

 !Z 0

�1

pY ðyÞdy

þ
XNSN i

NC¼0

PCPðNCÞ
2

2
�

Z 0

�ZmaxðNCÞ

pY ðyÞdy




þ

Z þZmaxðNCÞ

0

pY ðyÞdy

�
1

ZmaxðNCÞ

Z þZmaxðNCÞ

�ZmaxðNCÞ

ypY ðyÞdy

�

¼

Z 0

�1

pY ðyÞdyþ
XNSN i

NC¼0

PCPðNCÞ
2

2

� �

Z 0

�1

pY ðyÞdyþ

Z �ZmaxðNCÞ

�1

pY ðyÞdy




þ

Z þZmaxðNCÞ

�1
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�1
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�
1

ZmaxðNCÞ

Z þZmaxðNCÞ

�ZmaxðNCÞ

ypY ðyÞdy

�
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Z 0

�1

pY ðyÞdyþ
XNSN i
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PCPðNCÞ
2
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�

Z �ZmaxðNCÞ

�1
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�
, ð30Þ

where pY ðyÞ is the probability density function of
the Gaussian random variable y, which has
mean value ym ¼ NS

ffiffiffiffiffiffi
Eu

p
gð�Þ and variance sy

2
¼

NSN0g(e), i.e.

pY ðyÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pNSN0gð�Þ
p e�ðy�NS

ffiffiffiffi
Eu

p
gð�ÞÞ2=2NSN0gð�Þ.

(31)

By introducing the function QðxÞ, defined as

QðxÞ ¼ ð2pÞ�1=2
Z 1

x

e�t2=2 dt (32)

and by applying the property

1�Qð�xÞ ¼ QðxÞ. (33)
Eq. (30) rewrites

BER ¼ Q
NS

ffiffiffiffiffiffi
Eu

p
gð�Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

NSN0gð�Þ
p

 !
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XNSN i

NC¼0

PCPðNCÞ
2

2
�2Q
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ffiffiffiffiffiffi
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p
gð�Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

NSN0gð�Þ
p

 !"

þQ
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NSN0gð�Þ

p
 !
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Since pY ðyÞ is always positive and symmetrical
around its mean value ym40, it is easy to recognize
that the last term in (34) is always negative. One
thus obtains

BERpBERupbound

¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NSEu
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If we approximate the BER with its upper bound
given in (35), we have

BER � Qð
ffiffiffiffi
A
p
Þ þ

XNSN i

NC¼0

PCPðNCÞ
2

2
ðQð

ffiffiffiffi
A
p
�

ffiffiffiffi
B
p
Þ

þQð
ffiffiffiffi
A
p
þ

ffiffiffiffi
B
p
Þ � 2Qð

ffiffiffiffi
A
p
ÞÞ, ð36Þ

where we have substituted

A ¼
NSEu

N0
gð�Þ; B ¼

ZmaxðNCÞ
2

NSN0gð�Þ
(37)

which leads to the BER expression in (28).
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