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4.1. Introduction

Ultra-wide-band (UWB) radio has the potential of allowing simultaneous com-

munication of a large number of users at high bit rates [1–3]. In addition, the high

temporal resolution inherent to UWB provides robustness against multipath fad-

ing and is particularly attractive for indoor local area network (LAN) applications.

UWB is also capable of recovering distance information with great precision. As

we will show later in this chapter, distance and position data can lead to better

organization of wireless networks, for instance, through better resource manage-

ment and routing [4]. UWB signals spread, however, over very large bandwidths

and overlap with narrowband services. As a consequence, regulatory bodies im-

pose severe limitations on UWB power density in order to avoid interference pro-

voked by UWB onto coexisting narrowband systems [5]. It is therefore necessary to

take into account power considerations when designing UWB systems. Through-

out this chapter we will show how the distance information made available by the

UWB technology can be exploited to achieve low power levels and increase net-

work lifetime in the long term, while providing an adequate network performance

(in terms of data throughput) in the short term.

In the last few years, the increasing interest in applications based on the de-

ployment of ad hoc networks triggered significant research efforts regarding the

introduction of the energy-awareness concept in the design of medium access con-

trol (MAC) and routing protocols. Ad hoc networks are in fact considered as a vi-

able solution for scenarios in which fixed infrastructure, and consequently unlim-

ited power sources, are not available. In such scenarios, an efficient management

of the limited power supply available in each terminal is a key element for achiev-

ing acceptable network lifetimes. This is particularly true for sensor networks, for

which long battery duration is one of the basic requirements, given the typical size

of such networks (up to thousands of terminals), as will be analyzed in Section 4.2.

Location information is another valuable way of achieving energy-awareness

in ad hoc networks. In Section 4.3 we first review location-aware routing protocols
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with focus on power efficiency. We then address the problem of information ex-

change through the network by means of specifically designed protocols.

Next, we introduce in Section 4.4 a MAC protocol which foresees a dedicated

procedure for the acquisition of distance information and which is tailored on

UWB features.

The last section of the chapter, Section 4.5, analyzes the effect of mobility on

the behavior of the proposed MAC and routing strategies.

4.2. Power-efficient UWB networks

4.2.1. Introduction

This section briefly illustrates the current research trends regarding power-efficient

MAC, and power-efficient routing strategies.

4.2.2. Power-efficient MAC

As far as power-aware MAC design is concerned, most of the research activity took

the moves from existing solutions for medium access in wireless networks, and in

particular carrier sensing multiple access (CSMA), and out-of-band signaling.

CSMA is based on a channel sensing period performed by each terminal be-

fore starting transmission. The performance obtained by CSMA is however heavily

affected by two phenomena, the well-known “hidden terminal” and “exposed ter-

minal” problems. In order to solve the hidden and exposed terminal problems,

solutions that substitute CSMA have been proposed. The multiple access with col-

lision avoidance (MACA) protocol [6], for example, replaces the carrier sensing

procedure with a three-way handshake between transmitter and receiver. Follow-

ing this approach, further modifications of the MACA protocol have been devel-

oped, such as MACAW [7] and MACA-by invitation (MACA-BI) [8].

Practical implementations of MAC protocols combine handshake and car-

rier sensing, as proposed in the floor acquisition multiple access (FAMA) proto-

col [9]. These protocols are commonly referred to as CSMA with collision avoid-

ance (CSMA-CA). An example of CSMA-CA is the distributed foundation wireless

MAC (DFWMAC), which has been adopted for the MAC layer of the 802.11 IEEE

standard [10].

An alternative solution to CSMA-CA is offered by the out-of-band signaling

protocol [11]. This solution splits the available bandwidth into two channels: a

data channel used for data packet exchange, and a narrowband signaling channel

on which sinusoidal signals (referred to as busy tones) are asserted by terminals

that are transmitting and/or receiving, in order to avoid interference produced by

hidden terminals. In order to reduce the number of exposed terminals, the use

of two different busy tones for transmitting and receiving terminals was proposed

in [12].

CSMA-CA is by far the most common approach adopted in narrowband wire-

less LANs. This family of protocols suffers, however, from several drawbacks in
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terms of power consumption: packet collisions, which cause a waste of power

due to re-transmission, terminals blocked in idle state by active transmissions,

and overhearing, that is, power consumption in the reception of packets by non-

intended destinations. Several protocols aiming at solving these drawbacks were

proposed. Among all, it is worth mentioning the power-aware multiple access

protocol with signaling for ad hoc networks (PAMAS) [13]. This protocol com-

bines the CSMA approach with the out-of-band principle, in order to minimize

the time a terminal spends in the idle state without neither transmitting nor re-

ceiving. The protocol foresees, in fact, a control channel on which the handshake

between transmitter and receiver takes place, and a data channel on which data

packets are exchanged. The control channel allows terminals to determine when

they may safely switch to sleep mode, saving thus power, without affecting data

throughput or end-to-end delay. The main idea behind PAMAS is that if a node

detects the channel as busy, it goes in sleep mode rather than waste power in idle

mode without being able to exchange data packets. The protocol defines dedi-

cated handshakes, which allow terminals to determine for how long they can keep

the radio interface switched off. Simulations show that this approach leads to a

power save of up to 70% compared to the standard MACA protocol. It should

be noted, however, that part of the dramatic advantage shown by PAMAS over

MACA is intrinsically due to the assumption of adopting a CSMA-CA approach

at the MAC level. PAMAS exploits, in fact, the presence of “pause” periods in the

terminal lifetime, due to busy channel or lost contention, to save energy without

affecting delay and throughput. If a different solution, for example, Aloha with-

out carrier sensing, is adopted, the PAMAS-like approach is no longer a suitable

option.

4.2.3. Power-efficient routing

Power-efficient routing is another topic which is of great interest in relation to dis-

tributed ad hoc and sensor networks. Most of the power-aware protocols proposed

in the literature are based either on the definition of power-effective routing met-

rics or on the exploitation of additional information, such as location of terminals

in the network. In both cases, the final aim is to find source-destination paths that

minimize power consumption.

Regarding the definition of power-aware routing metrics, [14] provides a thor-

ough analysis of the effect of power-aware metrics on network lifetime and fair-

ness in energy consumption between different terminals in the network. The met-

rics taken into account in the analysis include transmission power, cumulative

transmitted and received power, residual power in each node, and their combi-

nations. Interestingly, simulation results presented in [14] show that a straight-

forward minimization of transmitted power does not necessarily lead to a longer

lifetime for each terminal in the network. The adoption of a power-aware routing

metric may in fact give rise to paths composed of a high number of hops, involving

thus a higher number of terminals in each communication. This strategy provides

however fair power consumption between different terminals, increasing thus the
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network operation time before the first terminal runs out of power with the con-

sequence of potentially causing a network partition.

For the specific case of UWB, a method for setting up connections by opti-

mizing a power-dependent cost function is described in [15], and further refined

in [16, 17]. In [15], a communication cost is attached to each path, and the cost of

a path is the sum of the costs related to the links it comprises. The cost function is

expressed as the sum of two components as follows:

C(x, y) = δ · C0 · d
α + C1 · R · d

α. (4.1)

The first component takes into account the synchronization cost for setting-

up a new link. If two nodes already share an active link, δ = 0 and there is no

synchronization cost. If two nodes do not share an active link, δ = 1 and a syn-

chronization cost is added. The second component takes into account the cost

for transmitting data, and depends upon the requested data rate R. Both terms

are related to power consumption, and therefore depend upon the distance d be-

tween two nodes. Note that the evaluation of such a distance relies on the precise

ranging capabilities offered by the UWB technique. The parameter α is related

to channel propagation characteristics and has commonly a value between 2 and

4. Constants C0 and C1 are used to weight the synchronization and transmission

components.

In [16] the proposed strategy is compared against traditional routing in a

scenario characterized by fixed terminals and full network connectivity. Results

show that the power-saving strategy, as expected, leads to multihop communica-

tion paths between terminals within reach of each other (physical visibility) and

by this way increases network performance by reducing average emitted power

and thus interference levels [16]. In [17] an improved version of the cost function

was proposed, in order to introduce additional parameters in the route selection

metrics. The general form of this cost function is given by

C(x, y) = C(power) + C(sync) + C(interference) + C(quality) + C(delay),

(4.2)

where the first two terms, related to power and synchronization, respectively, re-

semble the two terms defined in (4.1).

The UWB ranging capability is the basis for the definition of the above power

aware cost function; ranging information, however, can be even more efficiently

exploited to build a network map through a distributed protocol, providing thus

the input for a location-based routing algorithm. This topic will be addressed

in Section 4.3, which deals with both distributed positioning and location-based

routing protocols.
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4.3. Location-aware UWB networks

4.3.1. Introduction

As anticipated in Section 4.2, location information is valuable for achieving power-

efficiency in ad hoc networks. In this section we investigate how location informa-

tion can be exploited in UWB networks, thanks to the accurate ranging capability

offered by this technique. First, we review location-aware routing protocols avail-

able in literature, with focus on power-efficient protocols. Next, we address the

topic of how location information can be gathered and exchanged in a UWB net-

work, by providing an example of a GPS-free positioning protocol suitable for a

UWB network, and finally we analyze the effect of UWB-based positioning on the

location-aware routing protocols originally designed for GPS-enabled terminals.

4.3.2. Location-aware routing protocols

As a general concept, all location-aware routing protocols pursue an improvement

of network performance by taking into account location information in the route

selection process. Depending on how this information is used, different aspects

of the routing performance can be optimized. Section 4.3.2.2, for example, shows

how location information can be used for increasing route stability. The main fo-

cus being here on power efficiency, however, the remaining part of this section

addresses routing protocols that exploit location information for reducing routing

overhead, and thus power consumption.

4.3.2.1. Greedy perimeter stateless routing

The greedy perimeter stateless routing (GPSR) [18] protocol uses location infor-

mation to reduce protocol overhead and obtain a good scalability when both ter-

minal mobility and network size increase. GPSR adopts positional information as

the key metric in packet forwarding, and uses the following simple “greedy” for-

warding strategy.

(1) Each packet is marked by the source terminal with the latest information

about the location of the destination.

(2) Each intermediate node forwards the packet to the neighboring visi-

ble node, that is, closest to the location of the destination stored in the

packet itself.

Note that greedy forwarding does not guarantee that a path between source

and destination is always detected, even if it exists. An example of greedy forward-

ing failure is presented in Figure 4.1. Node x, after receiving a packet from source

S intended for destination D, cannot find a neighbor which satisfies the greedy

forwarding rule, since both neighbors y and z are further than x from the destina-

tion D.

When greedy forwarding fails, the GPSR protocol switches from greedy for-

warding to perimeter forwarding, in which a terminal is allowed to forward the
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D
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y z

Figure 4.1. Example of greedy forwarding failure. Arcs in the figure represent physical visibility be-

tween nodes. The greedy forwarding rule fails at node x since both neighbors y and z are further than

x from the destination D.

D

w

y x

xD

Figure 4.2. Combination of perimeter forwarding and greedy forwarding. Arcs in the figure repre-

sent physical visibility between nodes. The selected path is represented by a thick line (dotted links:

perimeter forwarding, filled links: greedy forwarding).

packet to a neighbor which is further than itself from destination, in order to solve

the stall caused by greedy forwarding. The perimeter forwarding strategy uses the

so-called right-hand rule to forward packets around the area in which the greedy

approach fails, and can be described as follows (see Figure 4.2).

Suppose that x is the first terminal in which greedy forwarding fails.

(1) Terminal x records its position in the apposite L f field in the packet.

(2) Terminal x uses the information on its location and the location of des-

tination D recorded in the packet to determine the xD line.

(3) Terminal x, based on the position of its neighbors, determines which is

the first edge in counterclockwise direction from the xD line (edge xy in

Figure 4.2).

(4) Terminal x forwards the packet to terminal y.

(5) Terminal y checks if it is closer to destinationD than the position record-

ed in the L f field. If this is the case, y switches back to greedy forwarding,

otherwise repeats the procedure from step 2.
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In the example in Figure 4.2, x enters the perimeter forwarding, and w switch-

es back to the greedy forwarding. The grey area defines the perimeter over which

the algorithm switches from greedy forwarding to perimeter forwarding.

4.3.2.2. Location-aware long-lived route selection in

wireless ad hoc network

The location-aware long-lived routing (LLR) protocol [19] belongs to the family

of source-initiated, on-demand routing protocols. The protocol exploits location

information aiming at the minimization of route failures and, as a consequence,

of route reconstruction procedures. As in traditional source routing protocols, a

source terminal S in need of a route to a destination broadcasts route discovery

packets to its neighbors, and the latter will forward packets until the destination is

reached.

In LLR, the source S includes two additional information fields in each gen-

erated packet: its own position (XS,YS) and radio transmission range Rs. Each

terminal A in physical connectivity with S that receives the packet uses such infor-

mation and its own position (XA,YA) and transmission range RA to evaluate two

figures.

(1) Forward movement limit (FML), that measures the maximum relative

movement between A and S which can be tolerated before the distance between

A and S is larger than the transmission range of A, defined as

FML = RA − distance(A, S) = RA −

√

(

XS − XA

)2
+
(

YS − YA

)2
. (4.3)

(2) Backward movement limit (BML), that measures the maximum relative

movement between A and S which can be tolerated before the distance between A
and S is larger than the transmission range of S, defined as

BML = RS − distance (A, S) = RS −

√

(

XS − XA

)2
+
(

YS − YA

)2
. (4.4)

FML and BML are then used to evaluate the normalized movement limit (NML),

which provides a single figure averaging FML and BML (note that FML �= BML

when RS �= RA):

NML =
FML ·BML

FML + BML
. (4.5)

Terminal A updates the packet by including the NML and substituting (XA,

YA) and RA to (XS,YS) and RS, respectively, and forwards it to its neighbors.

The NML is an indicator of link stability: the higher the NML value, the lower

the probability of link failure due to terminal mobility. When the destination D
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receives several route discovery packets originated from the source S, it selects the

route characterized by the highest NML, in order to minimize the probability of a

route failure. In [19] two alternative ways are foreseen to evaluate the end-to-end

reliability of each route, depending on the way a route discovery packet is updated.

Additive NML. Each terminal adds the NML value relative to the last hop to the

value carried by the packet, and the best path is characterized by the maximum

overall NML.

Min-max NML. Each terminal compares the NML just evaluated with the value

recorded in the packet: if the current value is lower than the old one, the packet is

updated by overwriting the NML field, otherwise the field is left unchanged. In this

case the best route is determined by the worst link in each route (which determines

the NML value in the route discovery packet).

4.3.2.3. Distance routing effect algorithm for mobility (DREAM)

The DREAM algorithm [20] proposes the idea of using location information to

reduce the amount of routing overhead. The protocol combines both proactive

and reactive approaches, by relying on both periodic updates by each terminal

for the dissemination of location information and a flooding-like procedure for

sending a packet to the targeted destination.

When a source terminal S starts the procedure at t = t1 it is supposed to have

the following information:

(i) its own position (XS,YS),

(ii) the positions of its one-hop neighbors,

(iii) the position of the destination D, (XD,YD), at a given time t0 < t1,

(iv) the maximum speed v of the destination, or at least a probability density

function of the speed, p(v).

The source, based on this information, defines a geographical region in which the

routing packets should be forwarded, and determines the subset of neighbors that

are positioned inside this region, as shown in Figure 4.3. The forwarding region is

determined by the angle α.

Depending on the information on destination speed, two cases are possible.

(1) v is known: in this case the distance x traveled by the destination in the

period t1− t0 is given by x = v∗(t1− t0), and, given a distance r between

S and D, one has

α = arcsin
x

r
. (4.6)

(2) p(v) is known: in this case in order to determine a forwarding region

including D with probability p, the corresponding value of α can be de-

rived from [20]:

∫ +∞

r·sinα/(t1−t0)
p(v)dv ≥ p. (4.7)
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S

α

v∗(t1 − t0)

D

Forwarding region

Figure 4.3. Definition of the forwarding region in the DREAM protocol.

Once α has been determined, the terminal sends the packet indicating the neigh-

bors lying within the forwarding region. Each intermediate terminal, when re-

ceiving a packet, evaluates if the packet should be forwarded by defining its own

forwarding region, and by checking if any neighbor lies within it. If no neighbor

lies within the forwarding region, the packet is not forwarded, reducing thus the

overhead by avoiding packet retransmissions in wrong directions.

As stated before, the procedure requires positional information regarding not

only the source, but also its neighbors and destination. This information is ex-

changed through a distributed dissemination algorithm, which constitutes the pro-

active routing protocol part.

Each terminal A periodically broadcasts update packets containing its own

position; two types of update packets are defined in DREAM:

(i) short-lived packets, for updating the location tables in A’s neighbors,

(ii) long-lived packets, for updating the location tables in terminals that are

not in direct connectivity with A.

Note that the lifetime of each packet is defined in terms of physical distance reached

from the terminal originating the packet: each terminal B receiving an update

packet generated by terminal A checks both A’s position (recorded in the packet)

and its own position: if the distance between A and B is higher than the packet

lifetime, the packet is discarded, otherwise, it is forwarded. Short-lived and long-

lived packets are emitted by each terminal with different frequencies, taking into

account the so-called distance effect, which is represented in Figure 4.4 and can be

described as follows.

Given a terminal A moving at speed v, and two terminals B and C that at

t = t0 are positioned at distances DAB and DAC�DAB from A, respectively, termi-

nal B will experience a faster variation of the forwarding region to destination A
than terminal C, due to A’s movement in the time interval t1 − t0 (i.e., the angle

αB will increase faster than the angle αC to keep A in the forwarding region). As a
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v∗(t1 − t0)

DAC

DAB

C

αC

αB B

A

Figure 4.4. Example of distance effect. Given two nodes B and C at distances DAB and DAC , with

DAC > DAB , the angles αB and αC as derived either from (4.6) or (4.7) are such that αB > αC , and B

needs thus more frequent updates than C on the position of A, in order to keep A within the forwarding

region.

consequence, B will need much more frequent updates than C regarding A’s posi-

tion: such updates will be provided by means of short-lived packets that will reach

B without increasing the routing overhead all over the network. C will receive up-

dates at lower frequency by means of long-lived packets.

Each terminal is thus expected to adapt the emission frequencies of both long-

lived and short-lived packets to its own speed: fixed terminals will use the lowest

frequencies, while highly mobile terminals will send frequent updates.

4.3.2.4. Location-aided routing (LAR)

The LAR protocol [21, 22] is a typical on-demand routing protocol. In order to

find a route between source and destination terminal, it relies on a flooding-based

route discovery procedure originated by the source by means of a broadcast route

request (RRQ) packet. The packet is forwarded by other nodes all over the network

until either it reaches the destination (in which case the connection enters in the

found status) or a timeout expires leading to a route discovery failure. When the

destination receives an RRQ packet from the source, it replies with a route reply

(RRP) packet which proceeds backward on the selected path, until it reaches the

source, that can then start the transmission of data (DATA) packets. A node which

detects a connection failure while sending or receiving RRP or DATA packets starts

an alarm procedure based on the transmission of broadcast route reconstruction

(RRC) packets. When an RRC packet reaches the source of the connection, the

transmission of DATA packets is stopped, and the source decides either to drop

the connection or to start searching for a new path to destination.

The major drawback of a flooding-based on-demand protocol is the huge

amount of routing overhead generated during path search procedures. The

location-aided routing exploits location information in order to reduce the

amount of routing overhead, although in a different way from the DREAM al-

gorithm described in Section 4.3.2.3. The LAR protocol uses in fact the location

information during connection set-up in order to reduce the number of control
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S

Expected zone

D

(xD(t0), yD(t0))

v∗(t1 − t0)

Figure 4.5. Definition of expected zone in the LAR protocol. If source S knows the position of destina-

tion D in t = t0, (xD(t0), yD(t0)), and the maximum speed v of D, it can define the region in which D

can lie within in t = t1 (expected zone) as a circle of radius dMAX = v · (t1 − t0) centered in the position

of D in t = t0.

packets, while no position information is used during DATA packets transmission,

since they are sent along the path found during the set-up phase. The basic loca-

tion information required by LAR consists in

(i) source position,

(ii) destination position,

(iii) maximum terminal speed.

Such information is exploited during the route discovery procedure as follows.

Suppose that a terminal S starts a route discovery procedure to destination D at

time t = t1, and that the last information update regarding D’s location was re-

ceived by S at t = t0. Based on the estimation of the maximum speed v of termi-

nal D, S can evaluate the maximum distance traveled by D since the last location

update. Such a distance is given by dMAX = v · (t1 − t0). As a consequence, the

current position occupied by D lies in a circular region of radius dMAX centered on

(xD(t0), yD(t0)), referred to as the expected zone, represented in Figure 4.5.

The expected zone indicates which zone of the network should be reached

by RRQ packets. The key idea in LAR is to exploit this information to reduce the

amount of RRQ packets flooding through the network, by allowing forwarding of

packets generated by the source only in the direction of the expected zone contain-

ing the destination. The region of the network in which forwarding is allowed is

referred to as request zone. An intermediate terminal is allowed to forward an RRQ

packet only if it lies within the request zone defined by the source of the connection

request.

Note that the request zone may be defined in several ways, the only constraint

being that such zone must include both the position of the source S and the ex-

pected zone. A smaller request zone leads to a stronger reduction of the routing

overhead, and can thus achieve a higher power efficiency; on the other hand, it

leads to a lower number of neighbors involved in the route discovery procedure,

and may cause a lower percentage of successful connections. Figures 4.6 and 4.7

show two different definitions of the request zone, and the effect on the number of

neighbors involved in the route discovery procedure. In Figure 4.6 a conic request
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S

Expected zone

Request zone

v∗(t1 − t0)D

Figure 4.6. Definition of conic request zone in the LAR protocol. The nodes that fall within the request

zone defined by source S and destinationD are represented in grey, while the nodes that are not involved

are represented in black.

S

Expected zone

Request zone

v∗(t1 − t0)D

Figure 4.7. Definition of spherical request zone in the LAR protocol. The nodes that fall within the

request zone defined by source S and destination D are represented in grey, while the nodes that are

not involved are represented in black.

zone is considered, similar to the forwarding region defined in the DREAM pro-

tocol, while a spherical request zone is presented in Figure 4.7.

In both figures nodes that are involved in the route discovery procedure are

represented in grey, while the nodes which are not involved are black. It is evident

that the conic request zone reduces the overhead much more effectively than the

spherical one, since a lower number of nodes forwards the RRQ packets. On the

other hand, for particular topologies the conic request zone may lead to connec-

tion set-up failures which could be avoided with a larger request zone. An example

of route discovery failure is shown in Figure 4.8, which shows a situation in which

no intermediate nodes in physical connectivity with the source fall within the re-

quest zone.

The choice of size and shape of the request zone is thus the result of a trade-off

between effectiveness in overhead reduction and probability of successful connec-

tion set-up.
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S

Expected zone

Request zone

v∗(t1 − t0)
D

Figure 4.8. Route discovery failure due to a conic request zone in the LAR protocol. The nodes that

fall within the request zone defined by source S and destination D are represented in grey, while the

nodes that are not involved are represented in black. Note that a route discovery procedure generated

in S and directed to destination D fails, since none of the grey nodes is in physical connectivity with the

source S. A larger request Zone, involving black nodes, would instead lead to a success.

A more advanced trade-off can be obtained by allowing the source node to

perform several attempts of route discovery to a given destination and adopting

in each attempt an increasingly larger request zone: the result would be a higher

percentage of successful connection set-ups, at the price of a higher overhead, ob-

tained as the sum of the routing packets transmitted in each attempt.

This approach neglects, however, the effect on the latency in connection set-

up: since each attempt would require a significant amount of time, the interval

between connection request and set-up may turn out to be unacceptable in case of

delay-sensitive applications.

As in the case of the DREAM protocol, information about the position of the

destination is required at the source in order to reduce routing overhead, and thus

location information must be disseminated through the network. Oppositely to

DREAM, however, in LAR such dissemination is performed by piggybacking loca-

tion information in all routing packets, without any additional control packet. At

the beginning of network operations, terminals will be thus forced to find routes in

the absence of location information. In such a situation basic flooding is adopted.

4.3.3. From GPS to UWB positioning

The protocols described in Section 4.3.2 share the common assumption that each

terminal retrieves its own location information from GPS. As a consequence, pro-

tocols focus on how to disseminate location information, assuming the problem

of retrieving it as solved.

The adoption of the UWB technology in place of GPS as the basis for retriev-

ing position information opens new doors to location-based applications (such as

indoor deployment), but also poses new challenges.
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Since UWB can only provide ranging information, in fact, distributed pro-

cessing of ranging measurements is required in order to build a network map. The

problem of how to build such a map is not trivial, in particular in the case of a pure

ad hoc network, where no fixed reference points are available. The self-positioning

algorithm (SPA) [23], proposes a solution to this problem. The SPA is composed

of two steps. First, each node in the network attempts to build a coordinate system

centered on itself, and to determine the position of its neighbors in this system.

Second, the node-centered coordinate systems converge to a global network-wide

coordinate system.

In the first phase, each node Ni tries to build a coordinate system by

(1) detecting the set of its one-hop neighbors KNi , by using beacons,

(2) evaluating the set of distances from its neighbors DNi ,

(3) broadcasting DNi and KNi to its one-hop neighbors.

Since all nodes perform the above procedure, node Ni knows the distance from

all its one-hop neighbors, the IDs of its two-hop neighbors, and a subset of the

distances between the one-hop neighbors and the two-hop neighbors. This infor-

mation is used by Ni to build its own coordinate system.

In the second phase, all coordinate systems evolve into a network-wide co-

ordinate system by choosing the same orientation of the x and y axes. Iteratively,

pairs of nodes rotate and align their coordinate systems. Using this distributed ap-

proach, a network-wide coordinate system is eventually achieved. Note that nodes

that are not able to build their own node-centered coordinate system can obtain

their position in the network-wide coordinate system if they are in range with

three nodes that already received the coordinate system.

UWB-based positioning poses thus additional requirements, with respect to

GPS, to location-aided routing protocols.

(i) Determination of a network-wide coordinate system may require a long

time. Furthermore, occasional large errors in position information due

to lack of connectivity or unfavorable topology may occur. The routing

algorithm must be then capable to find routes and establish connection

even for incomplete or lacking positioning information.

(ii) Estimation of absolute terminal speeds is in general not available.

The GPSR protocol requires a location service in order to provide the position

of the destination to the source, in order to mark the packet with such information.

When this location service is not available from start, as in UWB-based position-

ing, each data packet must be forwarded by means of flooding, with a high routing

overhead.

LLR can be adapted to a UWB-based positioning system with minor changes,

but the protocol is inherently tailored for scenarios characterized by terminal mo-

bility (in which route stability is the main concern), and does not offer major

advantages in terms of power efficiency in networks composed of still or slowly

mobile terminals.

In the DREAM protocol, both selection of routes and dissemination of infor-

mation rely on positioning to work properly: in particular, the proactive dissem-

ination algorithm exploits the capability of a terminal to determine its physical
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distance from terminals which are not reachable, to evaluate the validity of an up-

date packet. If location information is not available or subject to errors, both the

proactive and reactive parts of the protocol are affected. Furthermore, lack of speed

information poses an additional issue to the correct behavior of the protocol.

Oppositely, LAR protocol inherently offers a backup solution when no po-

sitioning information is available. In fact, in the case of absence of information

regarding the position of the destination, the protocol switches to a basic flooding

scheme, resembling a dynamic source routing [24] protocol. In this case the lack

of positioning information results in a reduced efficiency of the protocol.

The above considerations led to the choice of adopting LAR as the routing

protocol for the integrated power-efficient and location-aware solution presented

in the next section.

4.4. Power-efficient and location-aware medium access control design

4.4.1. Introduction

The analysis carried out in Sections 4.2 and 4.3 showed that both distance and po-

sition information can be exploited in order to optimize network performance by

reducing power consumption and enabling location-aware path selection strate-

gies. In the case of UWB networks, in particular, it was highlighted in Section 4.3

that position information must be derived by means of a dedicated protocol from

distance information. The design of a medium access control protocol capable of

providing accurate distance information is thus a fundamental step for the devel-

opment of advanced location-aware strategies in UWB networks.

In this section we will introduce a MAC protocol which foresees a dedicated

procedure for the acquisition of distance information, and is furthermore tailored

for the characteristics of UWB in a low data rate application scenario: the so-called

uncoordinated, wireless, baseborn medium access for UWB communication net-

works (UWB)2.

4.4.2. The (UWB)2 MAC protocol

As already mentioned in Section 4.2, CSMA is almost universally adopted in MAC

for narrowband wireless networks, since it overcomes the drawback of frequent

packet collisions experienced in the case of plain Aloha [25]. The CSMA approach,

however, shows significant advantages over the Aloha approach under the two fol-

lowing key hypotheses:

(1) simultaneous transmissions of multiple packets result in destructive col-

lisions because of multiuser interference,

(2) high traffic is offered to the network.

Although the above hypotheses are reasonable in a traditional narrowband wire-

less LAN, we will discuss in the following why this may not longer be the case for a

UWB network, in particular when low data rate applications, such as those typical

of sensor networks, are considered.
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Figure 4.9. Probability of successful packet transmission as a function of the number of packets on

the channel. Different solid lines correspond to different data rates from 1–10 Mbps. The dashed line

shows simulation results in the specific case of R = 10 Mbps. Drawn from [26].

We will refer throughout this analysis to the specific case of time-hopping im-

pulse radio UWB (TH-IR-UWB), for which the (UWB)2 was originally designed.

The applicability of the ideas exposed here to other UWB variants, such as direct

sequence UWB or multiband OFDM UWB remains to be analyzed.

As explained in previous chapters, UWB in its impulse radio version is based

on the emission of very short pulses which are modulated in position (pulse po-

sition modulation (PPM)) or amplitude (pulse amplitude modulation (PAM)) by

the information bits. The duty cycle of emitted signals depends thus on the ratio

between the pulse repetition period (PRP), that is, the average interval between

two consecutive pulses, and the duration of a pulse. In the case of low data rate

transmissions, where bit rates in the order of 100 kbps, or below, can be consid-

ered as an acceptable target, this corresponds to signal duty cycles as low as 10−6:

the adoption of short pulses offers thus an intrinsic protection from MUI.

Simulation results presented in [26] suggest in fact that in the case of LDR

scenarios, the huge bandwidth adopted for transmissions translates in very short,

rare pulses, and thus in a low probability of collisions between pulses emitted by

different terminals. Under this condition the probability of packet error is negli-

gible even in presence of 100 simultaneous packet transmissions (see Figure 4.9,

drawn from [26]).

In the case of PPM, the UWB signal is quasiperiodic due to the rather small

PPM shift value which is usually adopted. In order to mitigate energy peaks at

multiples of the average pulse repetition frequency, time intervals between UWB

pulses must be randomized. This is achieved by adopting TH codes, which intro-

duce additional pseudorandom delays in pulse transmissions. The adoption of the

TH principle also offers an additional degree of freedom for multiple access, which
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can be obtained by assigning different TH codes to different users, thus adopting

a TH code division multiple access (TH-CDMA) scheme.

The above considerations led to the definition of the (UWB)2 protocol.

(UWB)2 is a multichannel MAC protocol. Multichannel CDMA MAC algo-

rithms, commonly referred to as multicode, have been intensively investigated for

direct sequence (DS) CDMA networks [27–29]. Note, however, that although in

the last years most of the research efforts were focused on DS CDMA, frequency

hopping (FH) CDMA and TH-CDMA also provide viable solutions.

The (UWB)2 protocol applies indeed the multicode concept to the specific

case of a TH-IR UWB system. (UWB)2 adopts a hybrid scheme based on the com-

bination of a common control channel, provided by a common TH code, with

dedicated data channels associated to transmitter TH codes. The adoption of a

hybrid scheme can be motivated as follows:

(1) it simplifies the receiver structure, since data transmissions (and corre-

sponding TH codes) are first communicated on the control channel;

(2) it provides a common channel for broadcasting. This is a key property

for the operation of protocols in higher layers. Broadcast messages are,

for example, required for routing and distributed positioning protocols.

As regards code assignment, a unique association between MAC ID and Trans-

mitter Code can be obtained by adopting the algorithm described in [30] which

avoids implementing a distributed code assignment protocol.

The multiple access capability warranted by the TH codes is used by the

(UWB)2 protocol in data transmission. The protocol relies for the access to the

common channel on the high MUI robustness provided by the processing gain of

UWB.

(UWB)2 is designed for distributed networks dedicated to low data rate ap-

plications. As a consequence, it does not assume that synchronization between

transmitter and receiver is available at the beginning of packet transmission, be-

cause of clock drifts in each terminal during inactivity periods. As a consequence,

a synchronization trailer long enough to guarantee the requested synchronization

probability is added to each packet. The length of the trailer depends on current

network conditions, and is provided to the MAC by the synchronization logic.

In the view of allowing the introduction of the location-related functions pre-

sented in the previous sections, in particular distributed positioning and location-

aware routing, (UWB)2 also exploits the ranging capability offered by UWB. Dis-

tance information between transmitter and receiver is in fact collected during con-

trol packets exchange.

The procedures adopted in (UWB)2 for transmitting and receiving packets,

described in [26], have in fact two main objectives:

(i) to exchange information such as the adopted synchronization trailer,

that is, hopping sequence and length,

(ii) to perform ranging. Since no common time reference is available, a two-

way handshake is required to collect distance information by estimating

the round-trip time of signals in the air.

An example of such procedure is shown in Figure 4.10, where a transmitter Tx and

A print edition of this book can be purchased athttp://www.hindawi.com/spc.5.htmlhttp://www.amazon.com/dp/9775945100



222 Higher-layer issues: ad hoc and sensor networks

t0

dTxRx = Cτ = C
t2 − t0 − ∆

2

dRxTx = Cτ = C
t3 − t1 − ∆

2

t2 = t0 + 2τ + ∆

t0 + 2τ + 2∆

Tx Rx

t0 + τ

t1 = t0 + τ + ∆

t3 = t0 + 3τ + 2∆

LE

LC

DATA

Time Time

Figure 4.10. Example of two-way ranging procedure.

receiver Rx set up a DATA packet transmission by exchanging a link establishment

(LE) packet transmitted on the common code, followed by a link confirm (LC)

packet transmitted on the transmitter code of the receiver Rx, and finally by the

DATA packet on the transmitter code of transmitter Tx. Thanks to the adoption

of a delay ∆ known to both Tx and Rx, this handshake allows the determination

of the propagation delay τ and thus of the distance Tx–Rx to both the devices

involved in the communication.

The ranging procedure made available by (UWB)2 provides the information

that is required by the positioning and routing algorithms, and thus enables the

adoption of a location-aware, power-efficient path selection strategy, based on the

combination of three key components: the (UWB)2 MAC protocol [26], the self-

positioning algorithm [23], and the location-aided routing protocol [21].

Performance analysis of such strategy in specific test cases, characterized by

different degrees of mobility and different mobility models, will be the subject of

the next section.

4.5. Performance analysis in specific test cases

4.5.1. Introduction

In this section we will analyze the performance of the solution presented in the

three previous sections of this chapter, composed of the (UWB)2 MAC protocol,

of a distributed positioning protocol, and of the LAR routing protocol, combined

with a power-aware routing metric. The analysis will focus on two main aspects:

(i) effectiveness of the proposed solution in terms of network lifetime and

throughput,

(ii) effect of mobility on system performance.

To this aim, we first address the problem of mobility modeling, by comparing

several mobility models and determining their effect on network topology. Next,

we define three test cases, each of them with different node mobility characteris-

tics. The behavior of the proposed MAC and routing strategy within each test case

is finally studied.
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4.5.2. Mobility models

Introducing mobility within the simulated scenarios allows to test the proposed

protocols under more realistic conditions. This is particularly true for routing pro-

tocols, where performance greatly varies with the topology of the network. Since

different mobility models lead to different topologies, however, it is important to

select the mobility model that best fits the reference scenario, that is, the typical

mobile user that each node in the network represents.

Different mobility models are presented in literature. An interesting subclass

is composed by group mobility models. This class of models was introduced to

emulate particular node behaviors, such as crowds moving towards a common

destination or rescue (and similar) squads, where each node is bound to show

some degree of mobility similarity with other nodes belonging to the same group.

4.5.2.1. Mobility models in literature

Several mobility models for ad hoc network are proposed in the literature: (1)

the Random Mobility or Brownian model [31], with no relation between speed

and direction of the node in two subsequent timeslots; (2) the Random Direction

model [32], with nodes keeping the same velocity during the whole simulation;

(3) the Ko mobility model used for evaluating the LAR protocol [21], according

to which the path walked by the node is formed by sections with exponentially

distributed length and random direction; (4) the Markovian model [33], which

has many moving states and a transit matrix used to determine whether the node

should keep or change the current motion direction; (5) the Random Waypoints

[24], whose movement paths are composed of segments with random speed, di-

rection, and duration, separated by stand-still periods, simulating pausing inter-

vals; (6) the Inertia [34], in which the node moves along a random direction, with

random speed, for a random time, and then decides whether to keep the same

movement characteristic for the next movement segment (the node’s inertia), or

to select a new direction, speed, and duration.

All the previous models are, clearly, inadequate to simulate a group move-

ment, since each node has its own movement pattern, which has no relationship

with those exhibited by other nodes; in fact, these models were mainly developed

with the aim of testing traffic loads offered to the system, rather than reproducing

realistic behaviors.

The need for group mobility models, showing correlated movements among

the nodes and offering flexibility for the implementation of particular behaviors,

has lead to the design of other models; among these, the exponential correlated

random (ECR) model [35]. Other approaches are proposed in literature, in or-

der to bypass the limitation of ECR; those reviewed here are the Reference Point

Group Mobility model [36], and the Reference Velocity Group Mobility model

[37]; besides these models, a new proposal, the Kerberos mobility model, has been

designed and is presented in this section.

An important note on the choice of the mobility model is that, besides models

designed with other aims, there exist no “good” or “bad” mobility models: each
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model is different. Each mobility model may or may not show a global, mobility-

related property, that could in turn be exploited by the system. The capability of

taking into account the characteristics of the mobility model during the design

phase marks, therefore, the difference among a general/unoptimized system, and

a well-designed one.

4.5.2.2. Nongroup mobility models

In order to make a comparison between group and nongroup mobility models,

simulations were performed, which adopt two nongroup mobility models: the

Random Waypoints [24], and the Inertia [34] models.

In the Random Waypoints model, each node selects a random direction,

speed, and movement duration; at the end of the movement, the node stands still

for a random time; after the pause time, the node selects a new random direc-

tion, speed, and movement duration, and starts walking along the new path. The

Random Waypoints model shares a particular mobility pattern with other models

adopting the random direction approach: the “density wave” effect, with a greater

concentration of the nodes in the central area.

According to the Inertia model, after the end of its movement segment, a node

must choose the direction for the next segment. The two alternative choices for the

next segment are: (1) the node keeps the current direction, with probability ρ, or

(2) the node selects randomly a new direction, with probability 1 − ρ; the weight

of the two alternatives can be different, with a higher probability of keeping the

current direction (ρ > 1/2). The name Inertia refers indeed to the node property

of seldomly changing its direction.

4.5.2.3. Group mobility models

Group mobility models, as previously stated, require that nodes movements are,

somehow, related. In particular, two kinds of relations can be imposed on the

nodes: (1) the nodes must show some relationship in their directions and/or ve-

locities, or (2) the nodes must be somehow close to each other. Models of the first

kind are better suited to simulate the movement of a crowd heading towards a

given direction; such models show the network partition property, with nodes of a

given group emerging by the compound of all network nodes and forming, in vast

areas, distinguishable subnetworks of nodes with similar velocities and directions.

When, on the contrary, the relationship among group nodes is a distance one,

the resulting geographical distribution is characterized by the concentration of the

nodes in a limited area; in this case, the nodes usually do not show any relationship

in velocity or direction.

Reference point group mobility. The Reference Point Group Mobility (RPGM)

model was developed by Hong et al. in [36]. To represent the group mobility be-

havior of the mobile nodes, the model defines, for each group, a logical reference

point, whose movement is followed by all nodes in the group. The path the ref-

erence point moves along defines the entire group mobility behavior, including
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location, speed, direction, acceleration, and so forth. Thus the group trajectory is

determined by providing a path for the reference point, with any node in the group

randomly placed in the neighborhood of its reference point.

Once next position (x, y) of the reference point is determined (the path of the

reference point can be selected with any nongroup-oriented mobility model), each

other node position is calculated adding a random motion vector
������������������������������������������������������������������������→
RM to (x, y).

The length and direction of this module can be determined through any policy;

the authors of the model suggest a uniform distribution within a given range from

the reference point for the length, and a uniform distribution between 0◦ and 360◦

for the direction.

Main RPGM characteristic is that the groups are characterized by physical

proximity, that is, all the nodes are close to the reference point. Obviously, the

way this physical proximity translates itself into actual distribution of the nodes

within deployment area depends on the values actually used for the distribution

of the length of the
������������������������������������������������������������������������→
RM random motion vector.

One drawback of the direct implementation of such a mobility model is that

it does not implement a check on the maximum/minimum node velocity, because

of the position-based approach. Since the resulting position of a node is calculated

as the sum of two vectors, the reference point position (x, y) and the random mo-

tion vector
������������������������������������������������������������������������→
RM, it is possible, for given values of these two parameters, that the

node should have a speed higher than its maximum; a similar case holds for the

minimum velocity.

About the resultant distribution of the nodes, the adoption of this approach

typically distributes the nodes inside a circular area centered around the reference

point: the wider the distance from the reference point, the more vast the area in

which the nodes are distributed, the looser the bonds between the nodes in the

group.

Reference velocity group mobility. The Reference Velocity Group Mobility (RVGM)

model has been presented in [37] as an evolution of RPGM. The fundamental con-

cept proposed is that movement similarity is a more fundamental characteristic for

group mobility than physical proximity; thus nodes being part of the same group

should show close velocities and directions, rather than physical proximity.

Each group, therefore, is characterized by a group velocity. The nodes that are

members of the group have velocities close to the characteristic group velocity,

with slight deviations. Hence, the characteristic group velocity is also the mean

group velocity. The distributions of both the group velocity and the velocity de-

viation can be of any type, in order to model the various possible mobility pat-

terns.

Main characteristic for RVGM is that, in a scenario with infinite dimensions

area, the network will eventually incur a complete partition, with each subnetwork

corresponding to a group; in a finite-dimensions area this behavior is not fully

developed, because of the presence of area boundaries, but is latently present in

the movement patterns.
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The main reason why RVGM was evolved from RPGM is that the former

model is better suited when dealing with mobility or partition prediction purposes;

representing the nodes by their physical coordinates, RPGM does not allow to eas-

ily detect group movement patterns and the trend in network topology changes.

About the resultant distribution of the nodes, the adoption of this approach

typically distributes the nodes to cover the whole area with nodes with similar

velocities and directions.

Kerberos mobility model. The basic concept in Kerberos mobility model is that

each node in a group is allowed to move around freely, provided it keeps contact

with the other nodes in its group.

This basic concept can be translated into the adoption of a condition of phys-

ical proximity between the given node and the other nodes of its group: when this

condition is met, the node moves according to a nongroup mobility model (e.g.,

Inertia), while, when the node is far from its fellows, it is obliged to move closer to

them.

The difference between Kerberos and RPGM models is that, in the latter, each

node follows the reference point and, for this reason, is close to its fellows; this is

how physical proximity arises in RPGM. In the Kerberos model, on the contrary, it

is explicitly required for each node to monitor its distance from its fellows, and to

stay close to them.

Kerberos requires that, after each mobility update, each node checks how many

nodes of its own group it is connected to: this set of nodes forms the fellowship of

the node. Two nodes in the same fellowship can be connected through a direct link

when the destination node is within range, or through relaying of intermediate

nodes, all belonging to the group, which are at the same time, members of the

fellowship. If the number of nodes in the fellowship is greater than half the number

of nodes forming the group, the node is allowed to move freely; otherwise, the

node is separated by the main chunk of group (if any exists), and is compelled to

move towards the closest group node not belonging to its fellowship.

Notes on group mobility models. The different approaches adopted by RPGM,

RVGM, and Kerberos, are characterized by different and characterizing patterns

in the disposition of the nodes belonging to a single group. In the case of RPGM,

since the nodes are bound to stay within a given range from the same point, each

group forms a globular pattern, centered around the reference point; this usually

means a high level of connectivity between the nodes in the group. On the other

hand, in the case of Kerberos, there are higher probabilities for patterns in which

the nodes form a chain or a line; this happens because, once connectivity require-

ments are verified, each node is allowed to move freely, and therefore even further

from the group itself.

However, Kerberos mobility model is closer to RPGM than to RVGM; it is

possible, changing the connectivity requirement into a maximum distance from

a chosen node (the “group leader”), to obtain mobility patterns very similar to

RPGM.
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4.5.2.4. Mobility model metrics and test scenario

In order to analyze the impact of different mobility models on the performance

of a routing protocol, it is appropriate to simulate the mobile network and to test

the protocol. It is also possible, however, to analyze the topological characteristics

of networks adopting the different mobile models. These topological properties

have, obviously, a deep impact on routing performance: for example, the average

number of nodes within range will affect the route availability between any two

given nodes, so that those mobility models that scatter the nodes over the whole

simulation area are expected to have a lower route availability than those mobility

models which concentrate the nodes in smaller areas.

In [38], the authors provide a number of mobility model metrics, to be ap-

plied to the evaluation of mobility models impact on routing performance.

(i) Number of link changes: the number of transitions from the state “con-

nected” to the state “disconnected” and vice versa, for the link between

any pair of nodes in the network. Its average over the number of links in

the network is the average number of link changes, and is calculated sep-

arately for links between nodes of the same group and for links between

nodes of different groups.

(ii) Link duration: the average duration of the link between two nodes, that

is, the average time that two nodes remain continuously within range.

Its average over the number of links in the network is the average link

duration, and is calculated separately for links between nodes of the same

group and for links between nodes of different groups.

(iii) Path availability: the fraction of time during which a path of links within

transmission range is present between two nodes in the network. Its av-

erage over the number of links in the network is the average path avail-

ability, and is calculated separately for paths between nodes of the same

group and for paths between nodes of different groups.

We propose an additional metric, in order to evaluate the probability that any two

given nodes are within range.

(iv) Link availability: the percentage of time during which link between two

given nodes is active, that is, the two links are within transmission range.

Its average over the number of links in the network is the average link

availability, and is calculated separately for links between nodes of the

same group and for links between nodes of different groups.

The simulation scenario consisted in a network of 16 nodes, divided into 4

groups of 4 nodes each. The deployment area was a square with 100 m sides, with

transmission range equal to 20 m. The simulations have been performed with dif-

ferent values for node maximum velocity, from 1 m/s to 10 m/s, and lasted 2 hours.

As regards the mobility model parameters, RPGM
������������������������������������������������������������������������→
RM maximum length has been

set to 30 m; Kerberos simulations were performed adopting Inertia as mobility

model when a node is free to move.
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Figure 4.11. Average number of link changes for different mobility models.

4.5.2.5. Mobility models simulation results

Number of link changes. Figure 4.11 shows the average number of link changes for

all the mobility models investigated, and for both intergroup and intragroup cases;

the values are expressed in average number of changes per minute.

Kerberos shows a high number of changes in links between nodes belonging

to the same group. This is the result of two behaviors:

(i) when a node is connected to the group, it is allowed to move freely, with-

out any constraint based on the positions of the other nodes of its group.

This means that nodes in the same, connected, group may be headed

along different directions; the result is a high number of link breaks or

set-ups;

(ii) when a node detects that its group is disconnected, it is compelled to

move towards the other nodes in its group: the result is the set-up of one

or more links with group nodes.

The second most notable result in Figure 4.11 is that the difference between

intra and intergroup links is higher in group mobility models than in nongroup

ones: a foreseeable effect of the group bound observed by the former models, since

the latter do not make distinction between group and nongroup mobility models.

In the evaluation of a routing protocol, this mobility model metrics can give

an estimation of the control traffic that the protocol produces each time a link is

established or is broken: this includes control traffic to update network topology

knowledge, alternative route checking, and so forth.

Link duration. The average link duration of each mobility model is shown in Figu-

re 4.12, for intra and intergroup links; the values are expressed in seconds.

This mobility model metrics tells apart the group by the nongroup mobility

models: the former show a high difference in average link duration between intra
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Figure 4.12. Average link duration, in seconds, for different mobility models.

and intergroup links. In the case of RVGM, the higher duration for intragroup

links is derived from the circumstance that, if two nodes form an intragroup link,

they have a large probability to have similar velocities and directions. In the case of

Kerberos and, above all, RPGM, the physical proximity property is what make the

link more stable: the nodes forming the intragroup link are very likely to remain

close in the future. Kerberos shows the lowest average link duration among group

mobility models, because group nodes neither share similar velocities and direc-

tions (as in RVGM), nor are compelled to stay within a maximum distance from

a common point; however, the constraint on group connectivity allows a node to

break its intragroup link only if it has, at least, another intragroup link, otherwise

it will depart from its group. Between the nongroup mobility models, Inertia has

a slightly higher average link duration than Random Waypoints. This is due to the

fact that the two nodes composing the link will be more likely to keep on moving

in the same direction if they are modeled with Inertia, rather than with Random

Waypoints.

This metric shows different information, with respect to the number of link

changes, because it measures the length of a connection after it has been estab-

lished, while the other metric measures the frequency of link establishment. Tak-

ing RPGM and Random Waypoints as examples, these models have average num-

ber of link changes values that are very close, but their values for average link du-

ration are far apart: this happens because both establish links with the same fre-

quency, but those exhibited by RPGM are built by nodes that are compelled to stay

close for a long time, while in Random Waypoints the nodes usually break the link

shortly after they build it.

Regarding routing, this metric gives an estimation of the average reliability of

a link. This parameter impacts the procedures that must select the most reliable
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Figure 4.13. Average link availability, in percentage of time, for different mobility models.

route among several possible: it is clear that a route mainly composed of intra-

group links will be much more reliable than another mainly composed of inter-

group links—under the hypothesis of the adoption of a group mobility model.

Link availability. Figure 4.13 shows the results for the average link availability met-

ric, expressed in percentage of time in which a given link is established.

It is clear how group and nongroup mobility models greatly differentiate them-

selves, as regards the availability of a link. Nongroup mobility models do not dis-

tinguish between intra and intergroup links; also, the percentage of availability of

a link is quite low, since the link is formed by nodes that move in a completely

independent fashion. Group mobility models, on the contrary, highly privilege in-

tragroup links over the others: the similarity in the movement of the RVGM, the

physical proximity requirement of the RPGM, and the group connectivity con-

straint of Kerberos, all result in a more probable presence of a link between nodes

of the same group; on the other side, nodes from different groups are compelled

to have different movement behaviors, ending in less frequent links.

Through the average link availability mobility model metrics, it is possible to

determine the expected number of links a node has. The connectivity of a node

is an important parameter for a routing protocol: it can be used to calculate the

expected load on each link, to estimate the capability of performing relaying for

other nodes traffic.

Path availability. Simulation results for the average path availability are shown in

Figure 4.14. For each possible pair of nodes in the network, simulations have been

performed to determine the probability of existence of a path, composed of one or

more links. The intragroup paths are those in which the starting and the ending

nodes of the path are members of the same group.
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Figure 4.14. Average path availability, in percentage of paths, for different mobility models.

Once again, it is possible to tell apart the group from the nongroup mobility

models, because of the difference between inter and intragroup values, and of the

value of the latter case. As expected, nongroup mobility models show no difference

between intra and intergroup paths, since all the nodes are moved independently

from their group fellows. The difference between Random Waypoints and Inertia

is given by the fact that Random Waypoints scatters the nodes all over the simula-

tion area: the probability of network partition (which implies a dramatic decrease

in average path availability values) is therefore high, but is lower than in Inertia,

where some nodes tend to be separated by the remaining network for long times.

As regards the group mobility models, note that

(i) Kerberos shows the highest average path availability for intragroup paths.

With the adoption of this mobility model, the network shows highly

connected groups that span over wide areas. intragroup links are less

frequent, but they allow a large number of paths to exist;

(ii) RPGM shows a lower average path availability for intragroup paths, but

higher than Kerberos for intergroup ones. Physical proximity require-

ment allows for a few group partitions, but the groups cover wider ar-

eas than Kerberos, thus increasing the probability of an intergroup link,

which sustains a number of intergroup paths;

(iii) RVGM results are due to the aforementioned property of similarity in

movements, rather than in physical proximity, for the nodes of a group.

The resulting values are similar to an average between the nongroup and

the remaining group mobility models.

As one could expect, the path availability mobility model metrics is the one

with the most direct impact on routing performance. It, in fact, directly translates

in the probability of existence of a path between any two given nodes. Low path
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probabilities could require routing strategies that invest few resources in path dis-

covery, since there is a higher possibility that this procedure ends in a failure.

Simulation results show that different mobility models have quite different

properties, as regards the path availability: comparing, for example, the Random

Waypoints and the RVGM, the latter shows a higher availability for intragroup

path than the former, while the opposite holds for intergroup paths. The actual

answer on the global path availability depends on the ratio between intra and

intergroup links in the actual network, that is, on the ratio between group and

network cardinality. It is important to underline, however, that in those scenarios

in which group mobility models are more suited, there is, typically, also a traf-

fic relationship between group nodes; that is to say, a node will be more likely to

communicate with nodes of the same group, rather than nodes of other groups:

the effect of this property is that the actual percentage of routes found depends also

on the ratio between intra and intergroup path, weighted with the ratio between

intra and intergroup communications.

4.5.3. Test cases

We will investigate three different test cases which are characterized by the fol-

lowing common scenario: a network of N terminals deployed in initial random

positions. Each terminal periodically generates a connection request to a random

destination, following a Poisson distribution with average time λ between two sub-

sequent requests. Each connection request is characterized by a constant bit rate Rc

and a total number of bits to be transferred which is randomly selected in the inter-

val [1, MaxDimBit]. Each terminal is furthermore characterized by a total amount

of energy ETOT, which is reduced after each packet transmission or reception based

on the following energy model [39]:

ETX = Estart + L ·
(

ETx-bit-rate

(

Rb

)

+ ETx-bit-prop

(

Rb

)

· dα
)

,

ERX = E − start + L ·
(

ERx-bit-fixed + ERx-bit-rate

(

Rb

))

,
(4.8)

where L is the length of the packet.

Note that, although this model is not specific for UWB, it addresses a class of

devices which is close, in terms of achieved bit rate and complexity, to the UWB

devices foreseen for low bit rate networks.

All test cases share furthermore the settings adopted for positioning and rout-

ing protocols, in particular data and control packet sizes. Finally, the initial amount

of energy ETOT for each node is the same in all the three test cases, although its ac-

tual value depends on the transmission range.

The three test cases differ however in the mobility pattern of the terminals.

(i) Test case 1: network of still terminals in random positions.

(ii) Test case 2: network of mobile terminals in initial random positions,

following the inertia mobility model.
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(iii) Test case 3: network of mobile terminals in initial random positions,

following the Kerberos mobility model.

The initial selection of terminal positions can heavily influence the network

performance, in particular in the scenario considered in test case 1: as a conse-

quence, in order to determine the average performance of the strategies, Nruns

simulation runs were executed, with terminals deployed in random positions in

an area of AsidexAside m2. Given a set of terminals in random coordinates, however,

network topology is also determined by the transmission range, which influences

the network connectivity. For this reason, tests were executed for three different

transmission ranges, RTX-low, RTX-med, and RTX-high, leading to low, medium, and

high network connectivity, respectively. The common settings to all tests cases are

presented in Table 4.1, while Table 4.2 presents the initial energy per node for each

transmission range.

In each test case four different strategies were compared, which combine in

different ways the two key components of the proposed solution: location-aided

routing algorithm and power-aware routing metric. The distinction between the

routing protocol and the routing metric allows in fact to evaluate the effect of each

of the two components on system performance.

The four strategies are as follows:

(i) dynamic source routing with hop minimization (DSR + hop),

(ii) dynamic source routing with cost function minimization (DSR + cost),

(iii) location-aided routing with hop minimization (LAR + hop),

(iv) location-aided routing with cost minimization (LAR + cost).

As previously stated, the performance of each strategy was analyzed under

conditions of limited available energy taking into account two aspects: long-term

system performance, that is, how long the network is alive and thus capable of

transferring data, and short-term system performance, that is, how network be-

haves during its life. The following routing strategy metrics were selected to mea-

sure long-term and short-term performance.

(i) Number of found connections.

(ii) Number of DATA packets delivered to destination.

(iii) Percentage of found connections.

(iv) End-to-end throughput for DATA packets.

A found connection is defined as a connection in which the destination terminal,

following the reception of a routerequest (RRQ) packet, is able to send back to

the source terminal a routereply (RRP) packet. The total number of found con-

nections is a good indicator of the long-term behavior of the network since, given

the constant rate λ of connection requests generation, a longer network lifetime

will lead to a higher number of requested Connections and, eventually, of found

connections. Since each connection, however, is set up in order to transfer DATA

packets, we also consider the total number of DATA packets transferred during

network lifetime, in order to determine which is the impact of each strategy at

packet level.

The percentage of found connections, oppositely, allows to measure the net-

work behavior in the short-term, by measuring how good each connection is served

A print edition of this book can be purchased athttp://www.hindawi.com/spc.5.htmlhttp://www.amazon.com/dp/9775945100



234 Higher-layer issues: ad hoc and sensor networks

Table 4.1. Simulation settings common to all test cases.

Parameter Value

Rb 1 Mbps

Rc 50 kbps

λ 50 s

MaxDimBit 1 Mbit

N 20

α 4

Estart 2.76 · 10−5 J

ETx-bit-rate 3.25 · 10−7 J

ETx-bit-prop 1.25 · 10−11 J

ERx-bit-fixed 1.13 · 10−7 J

ERx-bit-rate 2.79 · 10−7 J

Adim 80 m

RTX-low 20 m

RTX-med 40 m

RTX-high 60 m

RRQ size 760 bit

RRP size 760 bit

DATA size 5000 bit

ACKDATA size 250 bit

RRC size 250 bit

by the network. The end-to-end throughput for DATA packets provides the same

kind of short-term information at the packet level.

Note that the evaluation of the short-term performance behavior is funda-

mental in the comparison of the different strategies since, from a theoretical view-

point, a strategy could lead to an overall high number of found connections, thanks

to a long lifetime which allows for a high number of requested connections, but at

the price of a low percentage of found connections.

4.5.3.1. Test case 1

This test case analyzed a scenario with terminals in fixed locations, which are un-

known at start of operations.

Since terminals could not move, network topology only changed when a ter-

minal ran out of energy: as a consequence, in this scenario, performance was

significantly affected by the transmission range. Furthermore, as we will see, differ-

ent strategies were affected in a different way by variations in network connectivity.

Figure 4.15 presents the number of found connections under conditions of

low network connectivity. The LAR + hops strategy achieves the highest number

of found connections, but the performance of the four strategies is quite similar,

since the main factor in determining network behavior is the degree of network

connectivity. This conclusion is also supported by the other indicators, that is, the
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Table 4.2. Initial energy amount per node for each of the three transmission ranges considered in

simulations.

Range Energy ETOT

RTX-low 25 J

RTX-med 250 J

RTX-high 800 J
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Figure 4.15. Found connections for test case 1 with RTX-low.

number of DATA packets, the percentage of found connections, and the DATA

throughput, presented in Figures 4.16, 4.17, and 4.18.

Interestingly, the adoption of the power-aware cost function in place of num-

ber of hops leads to slightly worse performance in terms of number of found con-

nections and of delivered DATA packets, indicating a shorter network lifetime.

This can be explained by observing that when the transmission range is low, the

energy costs in transmission and reception which are not related to propagation

are more relevant in the overall energy consumption, thus eliminating the advan-

tage of increasing the number of hops per connection. As an example, let us con-

sider the case of the transmission of a DATA packet over a distance d = 10 m. The

overall energy cost of the transmission (ETX + ERX), based on the model in (4.8) is

given by

E = 2 · Estart + L ·
(

ERx-bit-fixed + ERx-bit-rate

(

Rb

)

+ ETx-bit-rate

(

Rb

))

+ L ·
(

ETx-bit-prop

(

Rb

)

· dα
)

= 5.52 · 10−5 + 5000 ·
(

7.17 · 10−7
)

+ 5000 ·
(

1.25 · 10−7
)

= 4.27 · 10−3 J.

(4.9)
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Figure 4.16. Received DATA packets for test case 1 with RTX-low.
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Figure 4.17. Percentage of found connections for test case 1 with RTX-low.

If two hops over d = 5 m are used in place of the single hop, we get the overall

cost:

E = 4 · Estart + 2 · L ·
(

ERx-bit-fixed + ERx-bit-rate

(

Rb

)

+ ETx-bit-rate

(

Rb

))

+ 2 · L ·
(

ETx-bit-prop

(

Rb

)

· dα
)

= 1.104 · 10−4 + 2 · 5000 ·
(

7.17 · 10−7
)

+ 2 · 5000 ·
(

7.8125 · 10−9
)

= 7.35 · 10−3 J,

(4.10)

which is higher than the cost of the single hop at longer distance.
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Figure 4.18. End-to-end DATA throughput for test case 1 with RTX-low.

As far as routing algorithms are concerned, results show that, independently

of the selected routing metric, the performance increase guaranteed by the adop-

tion of LAR is far from dramatic. This can be explained by observing that the main

advantage of LAR is the reduction of overhead by avoiding broadcast packets being

forwarded in wrong directions. Under the condition of low connectivity, the num-

ber of broadcast packets is inherently limited by the low number of links available

in the network, thus achieving the same effect pursued by LAR, at the price of a

low percentage of found connections.

If we consider a higher transmission range, on the other hand, the above con-

siderations are no longer valid, and we would thus expect an advantage in terms of

network lifetime by adopting the power-aware cost function and the LAR protocol.

The results for transmission range set to RTX-med are presented in Figures 4.19

and 4.20 for found connections and delivered number of DATA packets, respec-

tively. Results show that in both cases the LAR + cost strategy leads to the best

performance, increasing by a factor of 2 both the number of found connections

and the number of DATA packets. Furthermore, the adoption of the power-aware

cost function leads to better performance independently of the selected routing

algorithm.

Noticeably, also the short-term performance indicators, presented in Figures

4.21 and 4.22, are improved by the adoption of LAR routing and power-aware cost

function.

The advantage of the LAR + cost solution is confirmed when the RTX-high

transmission range is considered: Figure 4.23 shows that the number of found con-

nections is increased by a factor of 2 by adopting the LAR + cost strategy.

The increase in found connections obtained by adopting the cost function is

around 10%, as it was in the case of transmission range set to RTX-med. This is co-

herent with the fact that, given the number of terminals and the size adopted in the
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Figure 4.19. Found connections for test case 1 with RTX-med.
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Figure 4.20. Received DATA packets for test case 1 with RTX-med.

test cases, the average distance between two terminals is 40 m. As a consequence,

the maximum advantage from the cost function is obtained when the transmis-

sion range reaches 40 m, that is, for RTX-med. Further increases of the transmission

range do not lead to any additional gain, since the energy saving obtained with the

cost function is not related to the maximum transmission distance reachable by a

terminal, but to the actual distance between terminals.
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Figure 4.21. Percentage of found connections for test case 1 with RTX-med.
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Figure 4.22. End-to-end DATA throughput for test case 1 with RTX-med.

Table 4.3. Inertia mobility settings for test case 2.

Parameter Value

VMAX 6 m/s

ρ 0.5

4.5.3.2. Test case 2

This test case analyzed a scenario in which terminals were randomly deployed, and

then moved following the Inertia mobility model, with mobility settings presented

in Table 4.3.
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Figure 4.23. Found connections for test case 1 with RTX-high.

The movement capability of terminals had a strong impact on network be-

havior, in particular in scenarios where network connectivity was more affected by

mobility. This is the case when low transmission range RTX-low is considered: the

introduction of mobility led indeed to results which are completely different from

those obtained in test case 1 with still terminals.

Figure 4.24 shows the number of found connections in this scenario. It is ev-

ident that in this case, the introduction of the LAR algorithm increases network

performance also with transmission range set to RTX-low: in particular, the com-

parison between DSR + hops and LAR + hops shows an increase of about 20% in

the number of found connections.

Note that in conditions of low connectivity and mobility, the adoption of cost

instead of hops does not bring any advantage. As already observed for test case 1, in

fact, the low transmission range leads in most cases to a higher energy consump-

tion when moving from a single hop to two or more hops. In presence of mobility,

furthermore, the cost-based strategies suffer from an additional increase of energy

spent in signaling connection failures due to mobility by means of broadcast RRC

packets. In fact, since the cost function leads to a higher average number of hops,

as shown in Figure 4.25, the paths selected with this metric are more subject to

failures caused by terminal mobility.

If we consider a transmission range set to RTX-med, we observe, on the contrary,

that the adoption of the cost function significantly increases the number of found

connections. In this condition the best solution is thus the LAR + cost strategy, as

shown in Figure 4.26.

This conclusion is also confirmed by the other long-term parameter, that is,

the number of received DATA packets, shown in Figure 4.27.

The short-term parameters confirm that LAR + cost is overall the best choice:

the throughput, presented in Figure 4.28, is almost identical for both LAR-based
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Figure 4.24. Found connections for test case 2 with RTX-low.
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Figure 4.25. Average number of hops for test case 2 with RTX-low.

strategies, and the same is true for the percentage of found connections, in Figure

4.29.

The advantage obtained by the LAR-based strategies on the short-term pa-

rameters is also influenced by the longer network lifetime. As an example, Figure

4.30 shows the evolution of the percentage of found connections over time for

a single simulation run. The plot shows that the difference in the average value

(Figure 4.29) is due to the capability of LAR-based strategies to keep the network

in steady state for a longer period of time.

A print edition of this book can be purchased athttp://www.hindawi.com/spc.5.htmlhttp://www.amazon.com/dp/9775945100



242 Higher-layer issues: ad hoc and sensor networks

0

2

4

6

8

10

12

14

16

18

DSR + hops DSR + cost LAR + hops LAR + cost

F
o

u
n

d
co

n
n

ec
ti

o
n

s

Strategies

×102

Figure 4.26. Found connections for test case 2 with RTX-med.
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Figure 4.27. Received DATA packets for test case 2 with RTX-med.

The case of high network connectivity confirms LAR-based strategies as the

most efficient ones (see Figure 4.31), but in this case the performance gain achieved

with the cost function is not significant.

This can be explained by considering that, as already observed for test case

1, an increase of transmission range over the average distance between two ter-

minals does not bring any additional advantage for cost-based strategies. At the

same time, the negative effect of connection failures due to mobility increases with

transmission range, since RRC packets are transmitted at maximum power; this

means that each RRC packet will consume higher energy, and that each packet will
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Figure 4.28. End-to-end DATA throughput for test case 2 with RTX-med.
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Figure 4.29. Percentage of found connections for test case 2 with RTX-med.

be forwarded for a higher number of times, thanks to the higher network connec-

tivity. As a consequence, the efficiency of cost-based strategies is reduced.

4.5.3.3. Test case 3

This test case analyzed a scenario in which terminals were randomly deployed,

and then moved following the Kerberos mobility model, with mobility settings

presented in Table 4.4.

The analysis of the performance of the four strategies in the case of the Ker-

beros mobility model is somewhat more difficult than in the other cases; the pecu-

liar spatial distribution of terminals generated by this group mobility model must
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Figure 4.30. Percentage of found connections for test case 2 with RTX-med (single run).
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Figure 4.31. Found connections for test case 2 with RTX-high.

be taken into account for a correct evaluation of the simulation results, and the

distinction between intra and intergroup network topology properties must be

considered.

The global number of found connections in the case of low transmission range

is presented in Figure 4.32. The figure shows that, as much as in the case of test

case 2, the presence of mobility allows for a higher network connectivity and thus

leads to better results than in the case of still terminals. For all the four strategies,

however, performance is significantly worse than in the case of the Inertia mobil-

ity model, as confirmed by the number of received DATA packets, presented in

Figure 4.33.
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Table 4.4. Kerberos mobility settings for test case 3.

Parameter Value

VMAX 6 m/s

Kerberos range RTX −VMAX/3 m

Nneigh 4
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Figure 4.32. Found connections for test case 3 with RTX-low.
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Figure 4.33. Received DATA packets for test case 3 with RTX-low.

This is due to the fact that the Kerberos model does not lead to a uniform

distribution of nodes, but creates groups of nodes. Figure 4.34 shows in fact the
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Figure 4.34. Average distances between two nodes in the network (global) and between two nodes

in the same group (intragroup) for Inertia and Kerberos, the latter with Kerberos range = RTX-low −

VMAX/3 m.

average distance between two nodes in the network and the average distance be-

tween two nodes in the same group for both Inertia and Kerberos. As one could

expect, the two distances are similar in the case of Inertia, since no special group

behavior is defined in the model. Oppositely, in the case of Kerberos a large differ-

ence between the two values can be observed.

The lower performance observed for all strategies in test case 3 is due to the

higher connectivity which characterizes the Kerberos model. Results in Section

4.5.2.5 show in fact that this mobility model guarantees a higher average connec-

tivity than the Inertia model; this translates in a higher number of forwarded RRQ

packets, and thus a shorter network lifetime. The higher connectivity, on the other

hand, leads to a better performance the short term, as presented in Figure 4.35,

showing the percentage of found connections for the first 5000 seconds of a simu-

lation run for the same strategy (DSR + hops) with the two mobility models.

The higher network connectivity also determines in this test case a larger per-

formance gap between DSR and LAR-based strategies. The average increase in

number of found connections obtained by switching to LAR is in fact in the order

of 100% for test case 3, whereas it was only around 20% in test case 2 with the

same settings (see Figure 4.24).

Note that the cost-based strategies are penalized by both the short transmis-

sion range and the negative effect of mobility on route duration, and achieve thus

lower performance than the hop-based strategies, similarly to what was observed

in test cases 1 and 2.

The results with medium transmission range RTX-med, presented in Figures

4.36 and 4.37, confirm that the adoption of the LAR strategies increases the net-

work lifetime. In this case too, the adoption of the cost-based metric has a negative
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Figure 4.35. Percentage of found connections in a single simulation run for the DSR + hops strategy

with Inertia and Kerberos mobility models.
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Figure 4.36. Found connections for test case 3 with RTX-med.

effect on network performance, so that the LAR + hops strategy is still the over-

all best solution in this scenario. Note that this conclusion differs from what was

obtained for the same transmission range in test cases 1 and 2. In particular, in

test case 2 the negative effect of mobility was compensated by the energy saving

achieved with a higher number of hops, so that for the transmission range RTX-med,

the LAR + cost led to the best performance (Figure 4.26). This is no longer true in

test case 3, due the peculiar mobility pattern characterizing the Kerberos model. In
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Figure 4.37. Received DATA packets for test case 3 with RTX-med.

0

1

2

3

4

5

6

7

8

9

10

11

DSR + hops DSR + cost LAR + hops LAR + cost

F
o

u
n

d
co

n
n

ec
ti

o
n

s

Strategies

×102

Figure 4.38. Found connections for test case 3 with RTX-high.

Section 4.5.2.5 it was show in fact that the Kerberos mobility model is character-

ized by a shorter intergroup link duration if compared to Inertia: as a consequence,

the adoption of intergroup links in a connection has a stronger negative effect on

route stability. The cost-based strategies are more sensible to this effect, since the

selected routes are characterized by a high number of hops, and there is thus a

significant probability for a route to include one or more intergroup links. The

lower route stability is clearly indicated by the fact that, despite the highest num-

ber of found connections, the LAR + cost strategy is capable of delivering a lower

number of DATA packets than the LAR + Hops strategy: this is due to the fact that
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Figure 4.39. Received DATA packets for test case 3 with RTX-high.

routes selected with the LAR + cost strategy have a shorter duration and thus the

corresponding connections are able to deliver a lower number of packets before

being broken for a lack of connectivity.

Results with high transmission range RTX-high (Figures 4.38 and 4.39) further

confirm that cost-based strategies are heavily affected by the mobility pattern of

the Kerberos model. Although in fact the higher network connectivity allows a

higher average number of packets to be delivered in each connection for all the

four strategies, yet a significant gap can be observed between hop-based and cost-

based strategies.

Quite interestingly, as the transmission range (and consequently the Kerberos

Range) increases, the results in test case 3 approach those obtained in test case 2;

this is coherent with the fact that, as the Kerberos range increases, there is a lower

and lower probability for a node to remain isolated from its own group and thus to

be forced to modify its mobility pattern. As a consequence, the Kerberos mobility

model will fall back more and more to the standard Inertia mobility model.

4.5.4. Conclusions

The analysis carried out throughout this section had the objective of testing the

effectiveness of the location-based, power-aware approach for MAC and routing

in low bit rate UWB networks introduced in the previous sections of this chapter.

The results of such analysis highlight that the exploitation of ranging and lo-

cationing information provided by the UWB physical layer may effectively extend

network lifetime without significant effects on short-term network performance.

The analysis also pointed out the direct relation between the scenario in which

the network is deployed and the performance of the selected routing strategy. In

particular, network connectivity, transmission range, and mobility pattern of the
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nodes are all factors which can influence the performance of a routing strategy

and, most important, may have a different effect on different strategies.

Results showed in fact that, depending on the scenario, the best network per-

formance can be obtained by means of either a full exploitation of the positional

information provided by UWB in both routing algorithm and metric (as in test

cases 1 and 2), or a partial one, limited to the adoption of the location informa-

tion in the routing algorithm (as in test case 3).

The flexibility guaranteed by the cost function defined in Section 4.1, how-

ever, enables a smooth transition from a fully power-aware metric to a traditional

hop-based metric, and thus allows for a fine adaptation of the MAC and routing

strategy to any network scenario, ranging between the two extreme cases of sparse

networks of fixed nodes and dense networks of highly mobile nodes.
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