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1 I N T R O D U C T I O N

Time Reversal, a prefiltering technique based on reversed channel

impulse responses, can be used in UWB communications to lighten

the burden on the receiver. The implementation of such precoding

technique has several attractive properties.

In fact, Time Reversal can alter the statistical properties of multiuser

interference. Fiorina et al., 2011, showed the influence of Time Reversal

on multiuser interference in centralized networks: the focusing prop-

erties of TR make multiuser interference more impulsive, with a nar-

rower distribution and a higher kurtosis, which lead to a performance

increase.

In this work, a simulation model is presented to investigate when

Time Reversal is able to increase performance in ad-hoc decentralized

and uncoordinated networks.

In literature, numerous performance studies of UWB communica-

tions with Time Reversal precoding exist. Nonetheless, these studies

are evaluated under strong assumptions: particular network topolo-

gies, centralized and synchronous communications. A comprehensive

example is found in Popovski et al., 2007, where Time Reversal power

controlled, chip synchronous transmissions are compared to conven-

tional ones.

Often, other assumptions on the signal length are made to avoid

inter-symbol interference and multipath dispersion. Indeed, lots of stud-

ies include a time spacing between user transmissions greater than the

channel impulse response length.

All these assumptions are made to facilitate the evaluation of theo-

retical expressions, but lead to practical pointlessness.

Other studies such as Panaitopol, 2011, Deleuze et al., 2005, and Gi-

ancola et al., 2003, evaluated multiuser interference and its associated

measures in UWB realistic scenarios, but without entering into Time

Reversal details and comparisons.
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introduction 12

In particular, Panaitopol, 2011 showed the effect of power control on

multiuser interference, whereas Giancola et al., 2003 showed that mul-

tiuser interference in a UWB non-power controlled network strongly

depends on spatial densities of the users, besides their number and

bitrates.

In Deleuze et al., 2005, ISI/IFI is considered in a single user Time

Hopping UWB context: a closed-form expression is given for its vari-

ance, highlighting its non-gaussianity.

Moreover, Ferrante, 2015, presented a discrete time model to investi-

gate and compare robustness towards channel estimation errors both

in precoded (Time Reversal) and non-precoded transmissions. The pre-

sented model, which is extended in this work, assumes a centralized

symbol-synchronous network, where all transmission are directed to a

base station, i.e. a common sink.

These and other studies provide a valid working basis for this work,

whose principal aim is to evaluate the performance of ad-hoc UWB

networks when no strong assumptions are made and both precoded

and non-precoded transmissions are exploited.

In particular, a network where pairs of nodes communicate indepen-

dently is assumed. It could represent a special kind of sensors network,

suitable for UWB applications.

This restriction implies difficulties in coordinated or distributed op-

erations. Thus, power control, synchronization or estimation of users

channel is considered impossible.

In this scenario, Time Reversal is imperfect, leading to correlation

losses and interference gain. Is it still performing well? or... Are

non-precoded transmissions more robust to these limitations? This

work exploits some possibilities, following a top-down approach and

removing restrictions at each stage to reach a conclusion.

The following chapters are organized as follows:

in the second chapter, an introduction to UWB-IR communications

is given in order to explain the elements on which the proposed

framework is based.

in the third chapter, the theoretical-simulation model is elucidated.

The transmitting structures and the receiving ones are explained

in detail. This includes spreading and precoding matrices, thus

receivers that can be adopted and the propagation channel model.
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in the fourth chapter, the results are presented, divided in single

user and multiuser cases. The performance is evaluated in terms

of mutual information, thus spectral efficiency and bitrate when Gaus-

sian inputs are used. While the BER - i.e. bit error ratio - is

the common performance measure adopted when inputs are as-

sumed to be binary.

in the fifth chapter, final conclusions and possible future investi-

gations are reported.

in the appendix, useful mathematical fundamentals are described.

In addition, the Matlab code of the entire model is shown.



2 A N O V E R V I E W O F U W B - I R
C O M M U N I C AT I O N S Y S T E M S

Contents

2.1 UWB Basics 14

2.1.1 FCC Regulations 15

2.2 Generation of UWB Signals 16

2.2.1 Generation of TH-UWB Signals 16

2.2.2 Time Hopping Multiple Access 18

2.3 Receiver Structures for UWB Signals 19

2.3.1 UWB Multipath Receivers 20

2.3.2 Time-Reversal UWB Communications 22

2.3.3 Multiuser UWB Communications 24

2.4 UWB Advantages and Disadvantages 26

Ultra-wideband (UWB) is a wireless communication method for trans-

mitting information over a large bandwidth. Such a large bandwidth

offers advantages concerning signal robustness, information transfer

rate, implementation easiness, but leads also to fundamental differ-

ences from conventional narrowband schemes. This chapter aims to

outline these techniques, which have experienced an increasing inter-

est from chip manufacturing companies, standardization agencies and

research institutes in the last decade.

2.1 uwb basics

A signal is said to be UWB if its bandwidth is higher in respect to

the center frequency, i.e. its fractional bandwidth is high:

FB =
fH − fL
1
2(fH + FL)

(2.1.1)

In particular, the Federal Communications Commitee (FCC) gives

the following definitions:

• 10 dB fractional bandwidth higher than 0.20;

• Spectral occupation higher than 500 MHz.
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2.1 uwb basics 15

It is natural that the utilization of such an ultra-wideband must be reg-

ulated in order to not disturb the transmissions of emitters who own

the rights to use the portions of electromagnetic spectrum assigned to

them.

2.1.1 FCC Regulations

Several measurements campaigns were performed in the United States

in order to verify the possibility for UWB systems to coexist with other

existing systems: a final report was released in 2001.

In 2002, the FCC approved the first guidelines allowing the inten-

tional emission of UWB signals and specified emission masks.
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Figure 2.1-1: FCC emission masks for indoor and outdoor propagation.

According to the FCC regulations, a signal is UWB if its fractional

bandwidth is higher than 0.2 or if its spectral occupation is higher than

500 MHz; this definition creates a threshold at 2.5 GHz:

• Under the threshold the signals are UWB if their fractional band-

width is higher than 0.2;

• Above the threshold the signals are UWB if their spectral occu-

pation is higher than 500 MHz.

Indeed, consider a signal with bandwidth between 20 and 22 GHz:

this signal is UWB due to its spectral occupation of 2 GHz. However,

it has a fractional bandwidth equal to:

FB =
2× 109

21× 109
' 0.09 < 0.2 (2.1.2)
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Table 1: FCC radiation limits for indoor and outdoor propagation.

Frequency
Indoor Outdoor

EIRP (dBm/MHz) EIRP (dBm/MHz)

0− 960 -41.3 -41.3

960− 1610 -75.3 -75.3

1610− 1990 -53.3 -63.3

1990− 3100 -51.3 -61.3

3100− 10600 -41.3 -41.3

Above 10600 -51.3 -61.3

2.2 generation of uwb signals

There are several procedures to obtain a UWB signal. In the impulse

radio case (IR) the concept is simple: short (in time) pulses, which

bring data, are radiated from the transmitter to the receiver.

These pulses determine the bandwidth of the signal. In order to

operate in the 3.1− 10.6 GHz band, which is the most interesting spec-

trum portion in the FCC mask, a pulse width of about 5 × 10−11 s

should be used.

This kind of transmission does not require the use of additional car-

rier modulation as the pulse will propagate well in the radio channel.

PPM and PAM are commonly adopted modulation techniques. In

addition to modulation and in order to shape the spectrum of the gen-

erated signal, information data is encoded using pseudorandom or

pseudonoise codes.

In this work, Time Hopping (TH) is used: the following equations

are written for such encoding technique.

It is important to remember that a UWB signal is not limited to IR

signals: if a signal respects the FCC definitions of spectral occupation

and fractional bandwidth, it is still UWB.

2.2.1 Generation of TH-UWB Signals

When Time Hopping is used, the encoded data introduces a time

dither on the generated pulses. The following is the general block di-

agram for this transmission technique, when PAM is used as modula-

tion scheme.
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Code Rep. Trans. Coder PAM Mod. Pulse Shaperb a d dδ(t) s(t)

Figure 2.2-2: Transmission chain for a PAM-TH-UWB signal.

1) The Code Repetition Coder takes in input a sequence b generated at

a rate Rb = 1/Tb bits per second and generates a sequence a where each

bit of the input sequence is repeatedNs times: the output sequence has

thus a rate of Rc = Ns/Tb = 1/Ts . This block introduces redundancy and

is denoted as (Ns, 1) code repetition coder. After that, the sequence a

is transformed to an antipodal one.

2) The Transmission Coder applies an integer-valued code c, i.e. the

TH code, to the sequence a and generates a new sequence d. The

generic element of the sequence d is thus expressed as di = ciTc where

Tc is called chip time. The chip time is a constant term and it satisfies

the condition ciTc < Ts for all ci.

3) The PAM Modulator takes in input the sequence d and generates

a sequence of mathematical pulses dδ at a rate 1/Ts .

4) The Pulse Shaper shapes the pulses in input with its impulse re-

sponse p(t). This impulse response must be such that the signal at

the output of the pulse shaper filter is a sequence of non-overlapping

pulses.

Moreover, pulse shaping is needed to adjust the PSD of the emitted

signal in order to meet the limitations seen in section 2.1.1. In general,

a second Gaussian derivative is adopted.

The complete expression for a PAM-TH-UWB signal is thus given

as:

s(t) =

+∞∑

i=−∞
aip(t− iTs − ciTc) (2.2.1)

Using PPM along with Time Hopping does not drastically change the

transmission scheme: in this case, the sequence a is not transformed

to an antipodal one and there is a PPM modulator which utilises the

code ai to control the position of the pulses, not the amplitude:

s(t) =

+∞∑

i=−∞
p(t− iTs − ciTc − aiε) (2.2.2)

where ε is called PPM shift and Ts is the frame time.
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Another technique called Direct Sequence (DS) can be used to en-

code UWB signals. In DS-UWB, no time dither is introduced: signals

are encoded using a pseudorandom sequence, which makes them noise-

like.

Therefore, the pulses are transmitted continuously, whereas in TH-

UWB, a pseudorandom sequence defines the chips where the pulses

are transmitted.

In Figure 2.2-3, a comparison between TH and DS is shown.

0 Ts = NTc

1

−1

Tc

0 Ts = NTc

1

−1

Figure 2.2-3: TH vs DS time axis structure with N = 5.

In particular, a frame of duration Ts is divided in N = 5 chips of

duration Tc. In this scheme, which refers to the transmission of a

positive bit, the TH sequence and the DS one are as follows:

xTH = [1 0 0 − 1 0] (2.2.3)

xDS = [1 1 − 1 − 1 1] (2.2.4)

In fact, Time Hopping can reduce to Direct Sequence when all ele-

ments in xTH are non-zero: in this work, TH codes are assumed to have

just one non-zero element, which can be either positive or negative.

2.2.2 Time Hopping Multiple Access

The impulse radio technique is based on the transmission of short

pulses. This technique has several particular and attractive properties.
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However, an important problem has to be outlined. Consider a sce-

nario where several users are sharing the radio resource: collisions

between pulses can occur. This cause the signal-to-interference ratio

(SIR) to become inacceptable, leading to a high bit error ratio (BER).

The nature of Time Hopping makes it easier to define a multiple

access scheme for a multiuser environment. In fact, a different TH

code can be assigned to each user in the UWB network, allowing their

signals to not superimpose.

The same can happen with a DS encoding, although in this case

there is no separation in time and the orthogonality between users is

related to that of DS sequences.

The collisions are still possible, but the code repetition coder could

represents each data bit with several short pulses. Thus, even if one

pulse collides with a signal from another user, other pulses in the se-

quence will probably not.

Increasing the number of pulses per bit decrease the significance of

one collision but increase redundancy.

Figure 2.2-4: TH Multiple Access scheme with N = 7 and K = 3 users in a

synchronous environment.

2.3 receiver structures for uwb signals

The main problem of receiver design is to find the optimal approach

to extract the useful signal from the received one.

When considering propagation over an AWGN channel, thermal

noise is the only source which corrupts the useful signal:

r(t) = ru(t) +n(t) = αs(t− τ) +n(t) (2.3.1)

where α is called channel gain and τ = D/c channel delay, while n(t) is

a realization of a random Gaussian process with a PSD equal to N0/2.

In these channels, a PAM-TH-UWB signal is received as follows:

r(t) =

+∞∑

i=−∞
ai
√
α2ETXp0(t− iTs − ciTc − τ) +n(t) (2.3.2)

where α2ETX = ERX is the received energy per pulse and p0(t) is the

normalized pulse.
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The effect of the thermal noise is to distort the waveform of the trans-

mitted pulses: the amount of distortion depends on the ratio between

the useful energy ERX and the noise PSD N0, that is, the signal-to-noise

ratio (SNR).

As known, the optimum receiver for an AWGN channel is the one

which chooses for the waveform more correlated to the received one.

There can be M possible waveform, depending on the constellation.

2.3.1 UWB Multipath Receivers

The AWGN channel is modeled after two parameters. In this case,

the receiver structure is relatively simple. In the presence of multipath

- i.e. in the real radio propagation - both the channel model and the

receiver become more complex. Moreover, the channel exhibits time-

variant characteristics.

In these cases, the received signal is expressed as follows:

r(t) =

N(t)∑

n=1

an(t)p(t− τn(t)) +n(t) (2.3.3)

where an(t) and τn(t) are the gain and the delay of the channel for

each multipath replica n in function of time, while N(t) is the number

of different paths observed in time.

Introducing the impulse response h(t) of the channel, the received

signal can be also expressed as follows:

r(t) = s(t) ∗ h(t) +n(t)

where h(t) =
N(t)∑

n=1

an(t)δ(t− τn(t)) (2.3.4)

It is possible to assume that the variation rate of the impulse response’s

parameters is low compared to the transmission rate: in other words,

the channel is assumed to be stationary in an observation interval T .

The replicas of the received signal are overlapping if their inter-

arrival time is lower than the duration of the pulse: in this case, the

signals associated to the different paths are somewhat correlated.

In UWB-IR communications, the pulse width does not get above

fractions of nanoseconds: it is possible to assume a total absence of

correlated signals at the receiver.
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UWB-IR receivers can thus combine a great number of indipendent

replicas, associated to the same pulse.

There exist different techniques:

• Selection Diversity (SD): the receiver selects the best replica in

terms of SNR and makes the decision on this replica;

• Equal Gain Combining (EGC): the receiver aligns in time all the

replicas and then sum them without particular weights;

• Maximal Ratio Combining (MRC): the receiver aligns in time all

the replicas and then makes an SNR-based sum.

In these cases, the receiver increases performance only if each replica

can be separately resolved: as a consequence, it is not possible to use

the AWGN optimum receiver.

Indeed, the optimum receiver must include additional correlators,

associated with the various replicas of the transmitted waveform: such

a receiver is called Rake.

r(t)
x

m1(t)

x

m2(t)

x

mNR
(t)

∫
TL

dt
Z1

∫
TL

dt
Z2

∫
TL

dt
ZNR

..
.

x

w1

x

w2

x

wNR

+ Decision-M.

Figure 2.3-5: Rake receiver with NR parallel correlators.

NR correlators form the Rake receiver, each of them matched with a

certain replica of the transmitted signal:

mi(t) = m(t− τi) (2.3.5)

Thus, the Rake receiver must be able to resolve and update the chan-

nel’s impulse response. For this reason, channel state informations

(CSI) are often evaluated at the receiver.

According to the sum technique, weights wi are used after the cor-

relation: with SD, the weights are equal to zero except that for the

chosen replica; with EGC, the weights are all equal to one, while with

MRC are proportional to the amplitude of the signal.
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An equivalent scheme use a single correlation mask m(t) along with

the insertion of a delay block in each line.

Along with this scheme, the receiver must know the time distribu-

tion for each of the contributions due to multipath.

In severe multipath environments, Rake receivers might require a

large number of fingers. As such, implementing a Rake receiver might

be cost-ineffective. Several strategies, which are summerized in Table

2, can be used to decrease its complexity.

Table 2: Rake receiver variations.

Receiver Fingers/Replicas

All-Rake All replicas

Partial Rake First L replicas

Selective Rake Best L replicas

2.3.2 Time-Reversal UWB Communications

In multipath channels - as seen - the received signal is not a single

and clean pulse p(t):

g(t) =

L∑

i=1

γip(t− τi) (2.3.6)

where γi and τi are the amplitude and the delay associated with the

i-th path and L is the number of paths.

In these cases, the free-space propagation receiver is not optimal: the

receiver is called one finger Rake (1-Rake) and it collects the energy of a

single path.

In order to harvest enough of the energy distributed in the entire

impulse response, Rake receivers with at least 10 fingers must be de-

signed, as it can be seen on Table 3. Such a design is not low cost.

In the best case, the receiver has to be adapted to the entire received

waveform. The following correlation mask is used:

m(t) =

Ns−1∑

n=0

g0(t−nTs − cnTc) (2.3.7)

The receiver which implements this correlation mask is called all-Rake.

Nothing new... What is Time Reversal? This is a technique experi-

mented in acoustics and ultrasound contexts but which fits well also

for UWB communications.
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The All-Rake receiver correlates the received signal with the pulse

convolved with the impulse response of the multipath channel: the

principle of Time Reversal consists of switching the complexity from the

receiver to the transmitter. A convolution with the reversed channel is

made at the transmitter side. It is a pre-filtering.

Advantages of Time Reversal are also temporal and spatial focusing,

properties which are highlighted in Figure 2.3-6.

The prefilter accentuates the strongest path. In fact, the resulting im-

pulse response to which a signal is subjected to is the autocorrelation

of the channel, which is an even function with a peak in the center.

In this case, a classic one finger receiver, aligned to the peak, can be

used. So, Time Reversal makes possible to use a simple receiver in rich

multipath environments.
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Figure 2.3-6: Impulse response of a UWB channel h(t) and overall response

after pre-filtering h(−t) ∗ h(t).

Table 3: Energy efficacy of the chain as a function of Nin and Nout.

Nout Nin = 1 Nin = 10 Nin = 20 Nin = All

1 14.8% 54.5% 75% 100%

10 55% 81.8% 98.8% 120.3%

20 75.2% 94% 112.1% 132.4%

All 100% 144.2% 165.2% 191.6%
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In Table 3, the percentage of energy per pulse captured in reception, is

shown in terms of numbers of fingers Nin at the transmitter side, and

Nout at the receiver side.

Is it better to use a one finger receiver or an all-Rake one? The one finger

receiver used in time reversed environments has the same performance

- in terms of noise robustness - of an All-Rake without Time Reversal:

the two schemes collect the same amount of energy.

However, an All-Rake receiver always collects more energy than a

one finger receiver and thus it has always better performance.

When using Time Reversal, the All-Rake receiver has to be adapted

to p(t) ∗ h(−t) ∗ h(t) so the paths are those of h(−t) ∗ h(t) and not

those of h(t).

Time Reversal can be reduced to a partial TR, i.e. Nin 6= All: pre-

filtering is made with an impulse response h∗(t) which containts a

subset of the paths of h(t). In this case, the receiver must be adapted

to p(t) ∗ h∗(t) ∗ h(t).
In this work, four schemes/receivers are evaluated:

• 1-Rake: Nin = Nout = 1

• All-Rake: Nin = 1, Nout = All

• TR 1-Rake: Nin = All, Nout = 1

• TR All-Rake: Nin = Nout = All

2.3.3 Multiuser UWB Communications

When several users share the radio resource in a UWB network, an

other element that limits the performance of the Rake receiver appears:

the multiuser interference.

Referring to the scheme in Figure 2.3-7, when K users are active, the

received signal for the user 1 can be written as:

r1(t) = s1(t) ∗ h1(t) +
K∑

k=2

sk(t) ∗ hk(t) +n(t) (2.3.8)

where the second term in the RHS is the multiuser interference.

Multiuser interference - i.e. xmui - depends on a multitude of fac-

tors: encoding technique, number of users in the network, channel

characteristics, adopted pulse, etc.
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Figure 2.3-7: General scheme for a UWB multiuser environment.

Modeling multiuser interference is crucial in the design of wireless

networks. In impulse radio networks, most of the adopted models

are based on classical spread spectrum communications like CDMA,

which do not address specific features for IR networks, where spec-

trum spreading is due to the radiation of short time-limited pulses.

In order to ease things, a standard Gaussian approximation (SGA) is of-

ten assumed: MUI is modelled as a Gaussian random process, just like

thermal noise. In this case, a theoretical evaluation of BER is straight-

forward.

In UWB communications, this approximation leads however to an

optimistic estimate of the overall interference: it can be shown that

SGA gives good approximations as the number of interfering users

increase; a behavior that could be explained in central limit theorem

situations.

Another successful method capable to evaluate and to shape MUI

analyses the collisions occurring between pulses belonging to different

transmissions: in fact, in impulse radio communications, the interfer-

ence at the receiver is due to this phenomenon.

Impact of Time Reversal on the Multiuser Interference

It can be shown that Time Reversal makes the multiuser interference

more impulsive under certain scenarios.

Experiments showed that the kurtosis increases as the number of

paths considered from h∗(t) increase.

In this work, Time Reversal is always made considering the entire

impulse response, i.e. Nin = All.
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Trade-offs between the number of fingers in transmission and recep-

tion are possible, although no further investigations are made here.

The increase of kurtosis can improve performance.

2.4 uwb advantages and disadvantages

This chapter can be concluded with an overview of the major advan-

tages and disadvantages of UWB communications.

Important benefits that UWB offers are:

• It provides a large absolute bandwidth which allows transmis-

sions at high data rates (above 100 Mbit/s) over short distances

(less than 10 m). This bandwidth also creates high resilience to

fading: the different spectral components of the signal encounter

different propagation conditions. Thus, there is a high prob. that

at least some of them can penetrate obstacles or otherwise ar-

rive to the receiver. In other words, the signal is more robust to

shadowing effects;

• Multiuser interference can be much reduced in UWB communi-

cations, allowing a large number of terminals to share the radio

resource;

• It tolerates well multipath channels. The use of short pulses cre-

ates non-overlapping signal sequences which do not increase in-

terference. Moreover, multipath can increase the performance of

a UWB radio link: the Rake receiver can collect several replicas

from the multipath channel;

• Using short pulses, it can provide accurate range informations,

leading to radar, geolocation and imaging applications;

• It has potentially low complexity and low cost due to its base-

band nature. The UWB transmitters produce pulses which are

able to propagate without the need for an additional RF mixing

stage, i.e. UWB transmission is carrier less. This means that UWB

does not require local oscillators and their associated phase track-

ing loops. Thus, UWB schemes can be implemented in low-cost,

low-power integrated circuit processes.
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With the above discussed advantages, UWB provides useful wireless

communication applications: computer peripherals networks (wireless

USB), sensors networks (medical, automotive, etc) and positioning sys-

tems above all.

Some limitations that must be somehow overcome are:

• UWB signals needs high-speed ADCs and high-speed DSPs to be

processed; moreover, UWB receivers are subject to long synchro-

nization times and must be complex enough to handle multipath

channels: still, the channel characterization is not trivial due to

wide bandwidth and reduced signal power;

• It requires wideband antennas; these antennas are more bigger

and more expensive than narrowband antennas: there is an elec-

trical engineering challenge on this topic;

• Lack of common standards between industries;

• Limitations in range due to the FCC emission masks: the low

output power - crucial in order to avoid interference to other

radio technologies - leads to smaller coverage area; with regular

antennas, i.e non high gain, the range of UWB signals is from 10

to 20 m.
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The nature of impulse radio communications allows to model the

entire communication scheme described in chapter 2 with a discrete

time model. This core chapter aims to present this model and to outline

all its components.

3.1 overview of the discrete time model

An ad-hoc network where K pairs communicate in an uncoordinated

manner, independently from each other, is considered. A transmitter

and a receiver form each pair, leading to the so-called point-to-point

model. Then, a reference pair is chosen to evaluate the performance of

the entire network.

3.1.1 Network Characterization

One point in R2 represents each node, i.e. a transmitter or a receiver,

whose position is decided according to a uniform distribution with

variable interval.

28
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Important parameters of the network are thus:

• K = number of pairs;

• N = number of chips in a frame;

• K/N = load of the network.

As the number of pairs is fixed, the load K is quite important since it

correlates the number of chips in a frame with the number of pairs in

the network. For example, when Load = 1, the number of chips in a

frame is equal to the number of pairs in the network.
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Figure 3.1-1: A sample scenario generated when K = 8 (16 nodes).

Figure 3.1-1 shows a sample scenario of the ad-hoc network. The

paler dashed line denotes the reference pair/link. All transmissions

are considered to be omnidirectional.

A generic transmitter emits data, which is encoded into a sequence

of information bearing symbols bn. Considering just one frame - i.e. a

fixed n - the transmitted signal when no prefiltering is used is:

x(t) = bn

√
Exp(t−nTs −mTc) (3.1.1)

where Ts is the frame period, Tc is the chip time and p(t) is the wave-

form associated with the m-th symbol of the generic user. Ex is the

transmitted energy, which will be consider equal to 1 in the following

expressions.

In general, p(t) is a spread-spectrum signal and has band [−W/2,W/2],

i.e. its spectrum is zero for |f| > W/2.
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The transmitted signal xk(t) of each user propagates over a multi-

path channel with impulse response hk(t), which distorts the signal.

The received signal - at the generic demodulator - is:

y(t) =

K∑

k=1

xk(t) ∗ hk(t) +n(t) (3.1.2)

where n(t) is a white Gaussian noise with PSD N0/2 (W/Hz).

The demodulator for user k estimates its symbols by considering

users j 6= k as unknown interference over user k.

In the adopted model, the receiver is a single user detector, which

does not take in account a joint multiuser detection.

3.1.2 Single User Channel

In order to facilitate the comprehension of the multiuser case, it is

useful, as a first step, to describe the single user one.

If the transmission does not foresee prefiltering and a single b - i.e.

one frame - is emitted, the received signal is:

y(t) = x(t) +n(t) = b

N−1∑

k=0

s[k]p(t− kTc) ∗ h(t) +n(t) (3.1.3)

where the spreading sequence s = (s[0], . . . , s[N− 1])T is made explicit

and p(t) is a zero-excess bandwidth normalized pulse with bandwidth

W. Assuming Tc = 1/W , the equation (3.1.3) is rewritten as:

y(t) = b

N−1∑

k=0

s[k]

L∑

l=0

h[l]p(t− (l+ k)/W) +n(t) (3.1.4)

that follows also from p(t) - and therefore p(t) ∗ h(t) - being bandlim-

ited to W/2. This is just another way to write equation (2.3.4).

The spreading sequence - as said in section 2.2 - is a Time Hopping

code, for which all s[k] are zero, except one. Hence, ‖s‖2 = 1.

Interframe Interference

In the single user case, one would expect to find just a single source

of noise, i.e. thermal noise. In general - in impulse radio UWB commu-

nications above all - this is not true.

Since the time axis is divided in frames, when a channel introduces

multipath, it can be possible to find some replicas in the successive

frames. In fact, this is not uncommon.



3.1 overview of the discrete time model 31

A UWB channel has a time spread of about 50− 100 ns; considering

that a frame lasts for NTc ns, where Tc < 10 ns, it is plausible to have

frames-overlapping replicas, which originate interframe interference.

In TH-UWB communications, ISI (inter-symbol interference) and IFI

(interframe interference) are interchangeable terms. When a signal in a

frame n overlaps a signal in a frame m, it creates both IFI and ISI:

indeed, each frame contains a symbol.

An example scheme is depicted in Figure 3.1-2, where some replicas

of the pulse emitted in the first frame - highlighted in red - arrive at

the receiver in the successive frames.

It is not hard to find in literature the assumption of high enough

frame lengths or guard times to avoid interframe interference: that

works, although with a high price in terms of bitrate.

In other cases, interframe interference must be taken into account,

or removed, if possible.

Figure 3.1-2: Transmission scheme with N = 7 and interframe interference.

The Discrete Model

The equivalent discrete model is obtained when equation (3.1.4) is

projected onto {p(t− k/W) : k = 0, . . . , (N+ L− 1)}:

y = Cxb+n (3.1.5)

where C is a convolution matrix with dimensions (N+ L)×N, having

assumed h[l] = 0 for l < 0, and h[l] = 0 for l > L = Td/Tc . Td is the

finite time spread of the UWB channel.

In general, when prefiltering is adopted - with prefiltering impulse

response hp(t) - the equation (3.1.5) generalizes to:

y = CPxb+n (3.1.6)

where P is a convolution matrix with dimensions (N+ 2L)× (N+ L)

and where n includes both thermal noise and interframe interference,

with the latter arising from previous frames.

In this work, the channel used in simulations is a discretized version

of the IEEE 802.15.3a, described in section 3.4, while Time Reversal is

used as prefiltering technique.
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Receiver structure

In the case of equation (3.1.5), the conventional optimal receiver is

a matched filter, i.e. an All-Rake receiver when a multipath channel is

considered. Knowing the spreading sequence x and the channel matrix

C, a valid statistic for b is obtained as:

zAR =
CxT

‖Cx‖
y =

CxT

‖Cx‖
(Cxb+n) (3.1.7)

When prefiltering is adopted, the receiver is a 1-Rake receiver matched

on the overall impulse response:

zTR = eTL+jxy = eTL+jxCPxb+ eTL+jxn (3.1.8)

where eTL+jx denotes the canonical vector with a one in the L+ jx coor-

dinate, i.e the peak in the time reversed impulse response. In fact, an

additional shift is required to align the correlator with the peak in the

received signal of the reference transmitter. The number jx depends

on the time hopping code.

As said in section 2.3.2, also an All-Rake receiver - matched on the

overall impulse response - can be used along with time reversal; it

leads to the following decision variable:

zTR =
(CPx)T

‖CPx‖
y =

(CPx)T

‖CPx‖
(CPxb+n) (3.1.9)

As well-known, in a single user scenario, there is no performance

difference between an All-Rake receiver and a TR 1-Rake one.

3.1.3 Multiuser Channel

The direct extension of equation (3.1.6) to K transmitters is as fol-

lows:

y =

K∑

k=1

CkPkxkbk +n (3.1.10)

where Ck and Pk are the channel and the precoding convolution ma-

trices for the user k, with same dimensions as in equation (3.1.6).

This extension is valid under the assumption that all transmitters

are symbol-synchronous. In the considered scenario, this assumption

is not reasonable: the transmitters communicate with their associated

receiver without a distributed link setup phase or a control signal.
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In simulations, this assumption is indeed not considered: users are

randomly shifted in time.

Hereinafter, the assumption is nevertheless kept in order to lighten

notation.

Receiver structure

In the multiuser case, the receivers are equivalent to those seen for

the single user case. Without prefiltering, an All-Rake receiver gives

the following decision variable:

zARk =
(Ckxk)

T

‖Ckxk‖
y =

K∑

j=1

(Ckxk)
T

‖Ckxk‖
Cjxjbj +

(Ckxk)
T

‖Ckxk‖
n

= ‖Ckxk‖bk + Sk + Ik + νk (3.1.11)

where the k-th pair is the reference one. Sk and Ik represents the

interframe interference and the multiuser interference, and νk ∼ N(0,N0/2)

is filtered thermal noise.

With Time Reversal, the decision variable for user k becomes:

zTRk =

K∑

j=1

eTkCkPkxkbk + eTkn (3.1.12)

where ek is the canonical vector for user k, constructed following the

same rules of equation (3.1.8).

In multiuser scenarios, the equivalence between the two structures

does not hold.

3.2 performance evaluation

In the proposed model, two performance measures are considered.

In the uncoded regime, the BER - i.e. bit error ratio - is taken into

account.

In the coded regime, mutual information with Gaussian inputs, along

with spectral efficiency and bitrate, is considered.

3.2.1 BER

The bit error ratio can be considered as an approximation of the

probability of error. The estimation is more and more accurate as the

observing time increase.
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With reference to decision variable in (3.1.7) and (3.1.8), the prob. of

error in both cases is equal to:

Pe =
1

2
P(z < 0|b =

√
E) +

1

2
P(z > 0|b = −

√
E) (3.2.1)

where E = PuN is the transmitted energy per bit, considering that just

one chip between N is selected over a frame.

3.2.2 Mutual Information

In A.1, details about mutual information and related measures can

be found.

Mutual information for a generic user can be evaluated from equa-

tion (A.1.7), which is reported here:

I(X; Y) = H(Y) −H(Y|X) = H(Y) −H(U+Z+N|X) (3.2.2)

where Y is the random variable after receiving stages, U is the use-

ful signal and all the H(·) are differential entropies. Z contains both

multiuser interference and ISI; N is thermal noise.

Mutual information can be used to obtain lower bounds on capacity.

In simulations, Gaussian inputs are used: in this case, the first term of

equation (3.2.2) is maximized.

As for the second term, knowing the channel and thus U, and being

H(·) invariant to translations, it is possible to write:

H(U+Z+N|X) = H(Z+N) (3.2.3)

which leads to:

I(X; Y) = H(Y) −H(Z+N) (3.2.4)

In simulations, mutual information is evaluated with equation (3.2.4).

All the entropies are evaluated with numerical integration methods.

From mutual information, spectral efficiency is derived as follows:

R =
K

N
I(X; Y) (3.2.5)

measured in (b/s)/Hz.

The sum-bitrate in (b/s) is obtained after bandwidth normalization:

R =W
K

N
I(X; Y) (3.2.6)
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3.3 time reversal implementation

Rather than just evaluate the differences between scenarios where

precoding is used or not, it is interesting to exploit the various possi-

bilities that Time Reversal offers.

How is it possible to alter its classical behavior? Two options are

considered, even though there exist more.

Time Reversal towards the Generic Receiver

Under this section, the standard, classical Time Reversal is described.

The precoding impulse response for the generic user k is evaluated

from its own channel impulse response.

In a decentralize ad-hoc network, the different channel conditions to

which the users signals are subjected to, translate into non-peaked pre-

coded impulse responses. In fact, if the generic pair k has an impulse

response hk and the impulse response between the reference receiver

and the transmitter of the pair k is denoted with hr, the overall im-

pulse response to which the signals of transmitter k are subjected to is

as follows:

hk(−t) ∗ hr(t) (3.3.1)

The two impulse responses exhibit a decreased correlation, leading to

the non-peaked behavior mentioned before.
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Figure 3.3-3: Impulse response after pre-filtering with hk(t) 6= hr(t).
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Figure 3.3-3 shows the overall impulse response in this case. The

peak is not visible and the impulse response spreads over time axis,

due to the decreased correlation.

Time Reversal towards the Reference Receiver

In an ad-hoc network, it could be interesting to privilege one pair

among K.

Here, the precoding impulse response for the generic user k depends

on the impulse response that is found between its transmitter and the

reference receiver.

This makes the interference from user k at the reference receiver

more impulsive.

In this case, the reference pair could be favoured.
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Figure 3.3-4: Links found in a network scenario where K = 3 pairs commu-

nicate. As usual, the reference link is the paler blue one.

Figure 3.3-4 highlights all the links between transmitters and re-

ceivers which can be found in a network scenario where K = 3 pairs

communicate.

Each link has its own associated channel impulse response: along

with red links, impulse responses hr are used. In case of blue links,

signals from transmitter k are subjected to its own pair’s impulse re-

sponse hk.
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3.4 the ieee 802.15.3a uwb channel model

The large bandwidth of UWB channels gives rise to new effects com-

pared to conventional wireless channels: multipath-rich profile and

non-Rayleigh fading are the main distinguishing characteristics.

There is an extensive literature on UWB channel modeling. The

most comprehensive effort was undertaken by the Channel-Modeling

committee of the IEEE 802.15.3a group.

Three components were considered for developing the proposed

model: Large-Scale Fading, Small-Scale Fading and the S-V Model.

In fact, the signals received in radio environments are exposed to

rapid fluctuations (Small-Scale Fading), which arise when the user

moves for distances in the order of several dozen wavelengths, and

to slow fluctuations (Large-Scale Fading), due to path loss in relation

to distance. Slow fading - which in UWB is hardly ever frequency inde-

pendent - can be also correlated to shadowing events.

3.4.1 Large-Scale Fading

The path loss is based on free space model given as:

L = 20 log(4πfcd/c) (3.4.1)

where fc =
√
fLfH and fL and fH are -10 dB lower and upper frequen-

cies.

The shadowing effect is found to be lognormally distributed with a

standard deviation of 3 dB: its distribution controls the mean value of

the distribution of the rapid fluctuations.

3.4.2 Small-Scale Fading

As for small-scale fading, the Channel-Modeling committee exam-

ined three channel models: TD Line, ∆-K and Saleh-Valenzuela (S-V)

model. The latter, modified with lognormal multipath amplitude, was

found to best fit indoor-made UWB measurement campaigns.
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S-V Model

The S-V model is based on the observation that multipath contri-

butions related to the same pulse arrive at the receiver grouped into

clusters1.

In the S-V model, the time of arrival of clusters is modeled as a

Poisson arrival process with rate Λ:

p(Tn|Tn−1) = Λe
−Λ(Tn−Tn−1) (3.4.2)

where Tn and Tn−1 are the times of arrival of the n-th and the (n− 1)-

th clusters.

Within each cluster, subsequent multipath contributions also arrive

according to a Poisson process, but with rate λ:

p(τnk|τ(n−1)k) = λe
−λ(τnk−τ(n−1)k)) (3.4.3)

where τnk and τ(n−1)k are the times of arrival of the n-th and the

(n− 1)-th contributions within cluster k.

The gain of the n-th replica in the k-th cluster is a real random vari-

able an with modulus βnk and phase θnk. As said before, the values

of βnk are assumed to be indipendent and lognormally distributed. In-

stead, the values of θnk are assumed to be indipendent and uniformly

distributed over [−π,+π].

The IEEE 802.15.3a channel impulse response can be expressed as:

h(t) = X

N∑

n=1

Kn∑

k=1

αnkδ(t− Tn − τnk) (3.4.4)

where X is a lognormal random variable representing the amplitude

gain of the channel, N is the number of observed clusters, Kn is the

number of multipath contributions received within the n-th cluster and

αnk is the channel coefficient of the k-th multipath replica of the n-th

cluster, which can be defined as:

αnk = pnkβnk (3.4.5)

where pnk is a discrete random variable assuming values ±1, account-

ing for signal inversion due to reflections.

1 Since UWB waveforms can be up to 7.5 GHz wide, different parts of the same object

give rise to several multipath components.
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The term βnk can be expressed as:

βnk = 10(xnk/20) (3.4.6)

where xnk is assumed to be a Gaussian random variable with mean

µnk and standard deviation σnk. This random variable can be further

decomposed as follows:

xnk = µnk + ξnk + ζnk (3.4.7)

where ξnk and ζnk are Gaussian random variables which represent

the fluctuations of the channel coefficient on each cluster and on each

contributions.

The value of µnk is determined to reproduce the exponential power

decline for the amplitude of clusters and their relative contributions.

The amplitude gain X is expressed as:

X = 10(g/20) (3.4.8)

where g is a Gaussian random variable with mean g0 and variance σ2g.

Table 4: Parameter settings for the IEEE 802.15.3a UWB channel model.

Scenario Λ (1/ns) λ (1/ns) Γ γ σξ σζ (dB) σg (dB)

LOS (0-4m) 0.0233 2.5 7.1 4.3 3.3941 3.3941 3

NLOS (0-4m) 0.4 0.5 5.5 6.7 3.3941 3.3941 3

NLOS (4-10m) 0.0667 2.1 14 7.9 3.3941 3.3941 3

Extreme NLOS 0.0667 2.1 24 12 3.3941 3.3941 3

According to the above definitions, the channel model in equation

(3.4.4) is completely described after the following parameters:

• The cluster average arrival rate Λ (1/ns)

• The replica average arrival rate λ (1/ns)

• The power decay factor Γ for clusters (dB/ns)

• The power decay factor γ for replicas within a cluster (dB/ns)

• The standard deviation σξ of the fluctuations of the channel co-

efficients for clusters (dB)

• The standard deviation σζ of the fluctuations of the channel co-

efficients for replicas (dB)
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• The standard deviation σg of the channel amplitude gain (dB)

In the IEEE 802.15.3a standard, an initial set of values for the above

parameters is suggested. These values were tuned to fit the measure-

ments data of several scenarios, which are shown in Table 4.

This model defines a continuos time multipath channel model: an

example of realization can be found in Figure 2.3-6. Its nature allows

to evaluate an equivalent discrete/sampled time channel after a time

scan of the multipath contributions, with an appropriate step size.
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This chapter presents the results obtained after the simulations. There

are various parameters which are common to each one simulation:

users channels are derived from the IEEE 802.15.3a model, LOS (0-4m),

which is suitable for the presumed applications of an ad-hoc UWB net-

work. In particular, the delay spread of each channel is fixed at 50 ns,

which includes the most essential replicas, Ferrante et al., 2013. Each

channel is considered to be stationary in the observation time.

All simulations are done assuming perfect channel knowledge, i.e.

perfect CSI, except where otherwise specified.

In each iteration, 5000 or more frames are considered, divided in N

chips whose length is 1 ns. The transmitted waveform is adapted to the

chip length. Channels and users positions, thus network arrangement,

are modified throughout the Monte Carlo experiments.

In order to consider asynchronism between users, each interfering

signal is shifted in time. Perfect timing is instead assumed between

each receiver and its intended transmitter.

Concerning thermal noise, it has a fixed variance σ2n = 1. Useful

signals power varies with SNR.

4.1 single user channel

While the multiuser case is useful to emphasize how multiuser in-

terference affects the overall transmission, the single user case allows

to evaluate the receivers in relation to thermal noise and ISI/IFI.

41



4.1 single user channel 42

4.1.1 Interframe Interference

As said in section 3.1.2, the single user scenario highlights the pres-

ence of the interframe interference.

The following simulations are carried out in a fictional scenario

where no thermal noise is added to the received signal. In this case,

the performance is exclusively related to the interframe interference.

In such conditions, a real PDF of interframe interference can be eval-

uated: in Figure 4.1-1, PDFs are shown in relation to frame length and

receiver kind, along with Gaussian PDFs with same variance and mean

value.
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Figure 4.1-1: Interframe interference PDF with several receivers and frame

lengths: the UWB channel is truncated to 50 ns.

In Figure 4.1-1, it is possible to observe two important behaviors of

the interframe interference.
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First and foremost, the reasonable reaching of more impulsive PDFs,

due to the increase of the frame length N: this behavior is irrespective

of the receiver used.

It is not hard to find in literature the assumption of high enough

frame lengths to avoid interframe interference: that works, although

with a high price in terms of bitrate. It could also be possible to se-

lect less paths in the impulse response, with a concrete reduction in

performance.

On the other hand, it is important to notice the better robustness

to interframe interference in 1-Rake receivers, which outperform all

the others. Indeed, interframe interference cause a significant degra-

dation in TR-UWB communications above all, where a larger transmit-

ted waveform - close to doubling the length of the received signal -

is adopted. Moreover, Time Reversal increases signal power, making

IFI/ISI more strong. This phenomenon is highlighted in TR All-Rake

schemes.

All-Rake and TR 1-Rake receivers behave in the same manner; in

these figures, just the All-Rake receiver is shown.
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Figure 4.1-2: Mutual information vs SNR in a single user scenario with

IFI/ISI and N = 10.

Figures 4.1-2 and 4.1-3 show how the behavior found in PDFs is

reflected into mutual information. Here thermal noise is added.
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Figure 4.1-3: Mutual information vs SNR in a single user scenario with

IFI/ISI and N = 5.

In noise limited scenarios, where ISI/IFI is negligible, it is possible

to observe the theoretical trend.

TR All-Rake outperforms all the other receivers, while the All-Rake

and the TR 1-Rake have same performance.

Whereas in ISI/IFI limited scenarios, it is observable a reversal of

the trend, with 1-Rake outperforming all the others receivers. The

TR All-Rake rapidly reaches a lower mutual information floor as the

transmitted power increase.

To mitigate this phenomenon, various filters can be implemented. In

the next subsection, a simple non-linear equalizer is described.

Decision Feedback Equalizer

Adaptive equalization is a well known technique to suppress ISI.

In UWB communications, the Rake receiver should be combined with

an equalizer capable to estimate and equalize the UWB channel. In

literature, Zero-Forcing, MMSE and other linear equalizers have been

evaluated in UWB contexts. An example can be found in Eslami and

Dong, 2005.

However, UWB channels are channel with severe ISI and deep spec-

tral nulls in their impulse responses: in this case, non-linear equalizers

are an obvious choice.
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A decision feedback equalizer makes use of previous decisions in at-

tempting to estimate the current bit with a symbol-by-symbol detector.

A DFE estimates the channel impulse response and not its inverse,

as linear equalizer do. So, it does not suffer from noise enhancement.

The interframe interference that comes from previous frames is re-

constructed and then subtracted.

There are different variations of decision feedback equalizers. In

general, a DFE consists of one feed-forward filter, one feed-back causal fil-

ter and a simple detector. In UWB communications, the feed-forward

filter is a Rake receiver.

An example scheme is in Figure 4.1-4.

Since an assumption of perfect channel estimation is made in this

work, no estimation technique is explained in detail: in digital com-

munications, LMS-based techniques can be useful, as shown in Chung

et al., 2007.

However, degradation in DFEs performance occurs when incorrect

bits are fed through the feedback loop. Then instead of mitigating ISI,

the equalizer enhances ISI. Moreover, error propagation could cause

burst of decision errors and a corresponding increase in BER.

Various techniques for mitigating error propagation have been pro-

posed. Chiani, 1997 evaluated a solution based on the introduction of

erasures, related to a threshold T .

The idea is simple: if the sample at the input of the decisor is close

to the threshold, the corresponding output is considered unreliable.

The erasure criterion can be stated as follows:




Z > T feedback 1

|Z| < T unreliable: feedback 0

Z 6 −T feedback -1

(4.1.1)

where Z is the input at the decisor and T can be varied according to

the signal power.

This is the solution which is implemented in simulations, in uncoded

regime.

In Figure 4.1-5, the complete suppression of interframe interference

obtained with the introduction of a guard time before each frame, leads

to the expected and well-known theoretical behavior.

With more than 8 bits per channel use - i.e. NTc - UWB communica-

tions can potentially reach impressive transmission bitrates.
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Figure 4.1-4: Decision feedback equalizer block diagram in UWB communi-

cations. The Feedback output could also be subtracted before

the Rake receiver.
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Figure 4.1-5: Mutual information in a single user scenario with N = 10 after

ISI removal.

4.2 multiuser channel

In the multiuser case, multiuser interference becomes the most im-

portant interference term. The following results are obtained after

ISI cancellation1, except where otherwise specified, in order to high-

light how multiuser interference behaves under different network con-

ditions. Since each receiver works with its associated transmitter, ISI is

cancelled just for the reference pair2.

1 Through DFE in uncoded regime, and through time guards in coded one.
2 The reference receiver does not know other users channel properties, thus multiuser

interference comes together with ISI of each other pair.
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4.2.1 Multiuser Interference

In this section, PDFs characteristics when SNR = 20 dB and perfor-

mance related to multiuser interference are presented.

Simulations shows that multiuser interference is in general not Gaus-

sian, irrespective of precoding and receiver stages, confirming other

studies. This is due to the impulsive nature of TH-UWB signals.

In TH-UWB communications, the frame duration is much longer

than the pulse duration, and here, just a single pulse is transmitted

per frame. Therefore, in a given chip, strong interference comes from

few users compared to the number of total interfering users. Also, the

propagation characteristics of UWB signals suggest a small number of

interfering users at close range. This is in contrast to usual CDMA

communications which have a wide coverage area and contributing

interferers of lower relative power.

These properties lead to an interference PDF which is not Gaussian.

In fact, the peak and the tail of the histograms cannot be modeled with

a Gaussian distribution, with the exception of some particular cases.

This result has a powerful impact over the entire performance of

the network: since Gaussian random variables maximize H(·), it is

desirable to achieve impulsive interference PDFs, in order to make the

second term in equation (3.2.4) smaller.

As expected, multiuser interference creates a mutual information

floor, which is lower as the number of users in the network increase.

Some cases are evaluated in the following lines, while Time Rever-

sal - with classical, standard implementation as described in 3.3 - is

compared to non-precoded transmissions.

Performance under low loads, low number of users

In this case, multiuser interference is rather little and performance

strongly depends on the position of the users and on the amount of

misalignment in time between them. Thus, it is hard to determine an

overall, common behavior.

This case is however useful to evaluate how some parameters, such

as distance, influence multiuser interference.

First of all, PDFs reports non-gaussianity of multiuser interference.

Figure 4.2-6 reports multiuser interference PDFs for several cases,

along with a reference Gaussian with same variance and mean value.
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(a) All-Rake, k = 8.901
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(b) TR 1-Rake, k = 7.683
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(c) TR All-Rake, k = 5.310

Figure 4.2-6: Multiuser interference PDF and associated kurtosis with K = 2,

N = 8 and Load = 0.25. Near users (≈ 1m).
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(a) All-Rake, k = 9.809
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(b) TR 1-Rake, k = 17.886
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(c) TR All-Rake, k = 12.24

Figure 4.2-7: Multiuser interference PDF and associated kurtosis with K = 2,

N = 8 and Load = 0.25. Far users (≈ 8m).

Time Reversal does not help in reaching more impulsive PDFs: the

classical All-Rake shows higher kurtosis, which is a common parame-

ter used to measure Gaussian-likeness, for which k = 3.

This is due to different factors: first of all, impulse responses do

not have a real peak when Time Reversal is implemented as in the

first part of section 3.3. This reduces TR capabilities towards signals

impulsiveness.

In addition, the power and length increase to which time reversed

signals are subjected to does not help. Without power control, the pres-

ence of strong interference near the reference receiver is catastrophic.

Time Reversal increase even more this phenomenon.

In fact, in Figure 4.2-6, users are near, with maximum distance 1 m.

Distance can improve Time Reversal performance, as Figure 4.2-7

reports. This behavior suggests to use power control in order to improve

Time Reversal capabilities.
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Performance under low loads, high number of users

Under this scenario, the frame length is comparable to the number

of users - i.e. N ∼ K. In the next cases, an average maximum distance

(≈ 4m) is chosen to evaluate performance.
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(a) All-Rake, k = 6.797
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(b) TR 1-Rake, k = 6.448
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(c) TR All-Rake, k = 5.943

Figure 4.2-8: Multiuser interference PDF and associated kurtosis with K = 10,

N = 20 and Load = 0.5.
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Figure 4.2-9: Mutual information vs SNR with K = 10, N = 20 and Load

= 0.5.

Figure 4.2-9 shows that Time Reversal does not perform well. In

fact, the All-Rake receiver outperforms its precoded equivalent. So the

near-far problem is still an issue.

TR All-Rake exhibits the best performance; however, it has much

higher complexity than the other receivers.
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Performance under high loads, high number of users

When the network is heavily loaded, and N is little compared to K,

multiuser interference approaches Gaussian distributions.

In this case, Time Reversal is performing well, achieving higher kur-

tosis than non-precoded equivalents. Both in the 1-Rake and in the All-

Rake cases, precoded transmissions experience higher performance.

This is due to the PDF altering properties of time reversed commu-

nications, which are particularly observable in scenarios with rich and

varied multiuser interference, in which the problems described before

for precoded transmissions are attenuated, due to the high number of

users.
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(a) All-Rake, k = 3.106
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(b) TR 1-Rake, k = 3.219
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(c) TR All-Rake, k = 3.177

Figure 4.2-10: Multiuser interference PDF and associated kurtosis with K =

20, N = 5 and Load = 4.
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Figure 4.2-11: Mutual information vs SNR with K = 20, N = 5 and Load = 4.
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4.2.2 Power Control and TR Implementations

As seen, strong interference near the reference receiver is a big issue

when Time Reversal is adopted.

Power control, i.e. a technique for which each signal is adapted to

arrive at the reference receiver with an equal power, can be used.

In a network where no coordinated operations are possible, power

control can be rather hard to implement. Nonetheless, it is important

to exploit how performance is affected.
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(a) All-Rake, k = 3.427
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(b) TR 1-Rake, k = 3.772
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(c) TR All-Rake, k = 3.593

Figure 4.2-12: Multiuser interference PDF and associated kurtosis with K =

10, N = 20 and Load = 0.5 in perfect power control.

Comparing Figure 4.2-12 to Figure 4.2-8, which account for the same

scenario, it can be seen that power control makes time reversed mul-

tiuser interference more impulsive than non-reversed one, even with-

out changing time reversal implementation to the second one described

in section 3.3 - i.e. the peaked version.

However, power control makes PDFs more Gaussian: the lack of

power control needs a higher number of users in order to fit the Gaus-

sian approximation3.

Figure 4.2-13 shows how power control is able to increase perfor-

mance of precoded transmission. While the 1-Rake and the All-Rake

are practically untouched, both Time Reversal receivers are subject to a

great improvement in performance, achieving higher mutual informa-

tion floors.

The same happens in case of high loads and high number of users.

Figure 4.2-14 reports PDFs for this case, which can be compared to

those in Figure 4.2-10.

3 This is not in contrast with what stated before: impulsiveness is always desiderable in

interference PDFs, but mutual information depends on a difference, not just from the

second term in (3.2.4).
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Figure 4.2-13: Mutual information vs SNR with K = 10, N = 20 and Load

= 0.5 in perfect power control.
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(b) TR 1-Rake, k = 3.189
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(c) TR All-Rake, k = 3.137

Figure 4.2-14: Multiuser interference PDF and associated kurtosis with K =

20, N = 5 and Load = 4 in perfect power control.

Time Reversal towards the Reference Receiver

When TR is based on the channel between the generic transmitter

and the reference receiver, the overall impulse response to which inter-

fering signals are subjected to has a peak.

It is important to note that is indeed quite unpractical to implement

Time Reversal in this manner. In particular, it is impossible in a net-

work when pairs do not communicate between each other4.

4 In the particular case in which the reference pair transmits its channel state informa-

tions to all other pairs, it could be possible to establish this kind of Time Reversal. In

a scenario like this, the reference pair should partially act as a base station. An increase

in both complexity and overload should be considered.
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In Figure 4.2-15, performance in terms of BER is depicted. As it

can be seen, Time Reversal based on the channel between the generic

transmitter and the reference receiver (TR Mod1) does not show per-

formance increase.

The same behavior is also found in relation to mutual information,

as Figure 4.2-17 reports.
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Figure 4.2-15: BER vs SNR with K = 10,N = 20 and Load = 0.5. Comparison

between two Time Reversal schemes.

In fact, although in this case greater impulsiveness is reached, it is

to consider that interfering signals bear more power and are empha-

sised due to the peak in the overall channel impulse response, which

is anyway selected with a high prob. at the reference receiver.

Moreover, ISI/IFI enhances this phenomenon: more peaks are found

in overlapping frames.
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0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

ε
X

P
X

PDF

 

 
Signal PDF Histogram TR 1−Rake Mod1

(c) TR 1-Rake Mod1

Figure 4.2-16: Normalized energy of interfering signal in different cases.



4.2 multiuser channel 54

Figure 4.2-16 highlights the power increase in TR Mod1 schemes: it

is the worst case. Instead, when TR Mod0 is used, interfering power is

quasi-identical and comparable to that of non-precoded transmissions.

So it is possible to conclude that Time Reversal performance towards

multiuser interference strongly depends on the corrrelation between

the impulse responses which form the overall impulse response. In

this case, the fact that it is difficult to adopt this TR scheme turns out

to be a good thing.
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Figure 4.2-17: Mutual information vs SNR with K = 10, N = 20 and Load

= 0.5. Comparison between two Time Reversal schemes.

4.2.3 Robustness to Channel Estimation Errors

When the channel is not perfectly estimated, Rake receivers are sub-

ject to a loss in performance. The loss comes both from a correlation de-

crease between receivers masks and received signals and a non-perfect

ISI/IFI cancellation.

As seen in the previous section 4.1, Time Reversal is less robust to

ISI in respect to non-precoded transmissions. This is mostly due to the

increased length and power of precoded signals.

In case of channel estimation errors, it is to expect a great loss in

Time Reversal performance.



4.2 multiuser channel 55

In simulations, estimation errors are modeled and added as Gaus-

sian noise to the impulse responses. In particular, the convolution

matrices C and P are evaluated on:

ĥ(t) =

√
1− τ2h(t) + τξ(t) (4.2.1)

where ξ is white Gaussian noise with standard deviation 0 < τ < 1.

When τ = 0, the impulse responses are perfectly estimated; when τ = 1,

the estimated impulse responses are independent from the real h(t).

Figure 4.2-18 and Figure 4.2-19 compare the same scenario with dif-

ferent τ.

Since no perfect channel is known, results are evaluated just in terms

of BER. In this case, mutual information cannot be evaluated following

(3.2.4), which requires perfect channel knowledge.

As it can be seen, Time Reversal receivers are the ones which ex-

perience the greatest performance loss. Indeed, TR 1-Rake turns to

be worse even than the simplest 1-Rake, whose performance is just re-

lated to the reappearance of ISI/IFI. In fact, there is no need to estimate

channels in a 1-Rake scheme.

On the other hand, TR All-Rake, which need a double channel esti-

mation - one in transmission and the other in reception - is the most

degraded scheme.

Table 5: Percentage increase of BER floor with τ = 0.1.

Receiver Percentage

TR 1-Rake 58%

TR All-Rake 65%

1-Rake 7%

All-Rake 15%

Table 5 shows percentage increase of the BER floor for each scheme.

As said, precoded transmissions are the most degraded ones, while

the 1-Rake exhibits a little worsening only due to the reappearance of

ISI/IFI.
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Figure 4.2-18: BER vs SNR with K = 10, N = 20 and Load = 0.5. τ = 0.

−20 −10 0 10 20 30 40
10

−2

10
−1

10
0

SNR

B
E

R

BER

 

 
TR 1−Rake

TR All−Rake

1−Rake

All−Rake

Figure 4.2-19: BER vs SNR with K = 10, N = 20 and Load = 0.5. τ = 0.01.



5 C O N C L U S I O N S

This work highlighted differences between Time Reversal precoded

transmissions and non-precoded ones, along with Rake receivers, in

an ad-hoc uncoordinated network.

In order to evaluate these techniques, a discrete or sampled-time

model was adopted: results were divided in single and multiuser

cases.

In the single user case, the importance of ISI/IFI was underlined.

Time Reversal increases both length and power of signals, leading thus

to small robustness towards this kind of interference. When channels

impulse responses are known, IFI/ISI can be cancelled: a non-linear

decision feedback equalizer was evaluated.

Concerning performance, with removed ISI/IFI, the theoretical or

classical trend was experienced. TR 1-Rake and All-Rake had identical

performance. As a consequence, Time Reversal offers the chance to

achieve the same performance of an All-Rake receiver, using a simple

1-Rake, switching thus complexity to the transmitter side (in presence

of noise but without multiuser interference).

TR All-Rake, being the most complex receiver, outperformed all the

others.

In the multiuser case, results highlighted non-gaussianity of mul-

tiuser interference PDFs, due to the nature of impulse radio communi-

cations. In fact, a Gaussian model for multiuser interference was found

to be appropriate just in heavily loaded contexts.

In power-unbalanced scenarios, multiuser interference PDFs also de-

pend on the spatial density of interfering users. Increasing the network

area, a greater impulsiveness is reached, requiring higher loads, or

higher bitrates, to fit Gaussian distributions.

As known, Time Reversal can increase even more the kurtosis of mul-

tiuser interference PDFs, making them more impulsive, due to its time

and spatial focusing properties. When received power is uncontrolled,

these properties are less effective.

57
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Indeed, simulations reported that kurtosis was higher in non-precoded

transmissions as the network area was smaller. Precoded transmis-

sions increase signal power and length, thus interference, leading to

smaller robustness to the near-far problem. In this case, Time Reversal

experienced worse performance.

When the network area was increased, precoded transmissions showed

better performance, and reached higher kurtosis. This result suggested

to use power control in order to improve TR communications.

Concerning precoded transmissions, simulations showed better per-

formance as compared to non-precoded equivalents as the number of

users were increased. In this case, properties of TR towards PDFs im-

pulsiveness are more visible, even in no power controlled scenarios.

In order to validate results, a fictitious power control was imple-

mented. Along with power control, precoded transmissions showed

overall better performance, while non-precoded ones were practically

untouched.

In an uncoordinated network, power control is however impossible.

Under the evaluated scenarios, it seems in general reasonable to avoid

precoding with Time Reversal.

Another fictitious scenario was then considered. Time Reversal was

based on the channel between the generic transmitter and the refer-

ence receiver. In this case, there is maximum correlation and a peak

in the overall impulse response to which the signals of each user are

subjected to.

A decrease in performance was seen under this TR scheme. An

interfering Time Reversal signal is in fact more disturbing here, since

precoding increases its power. The presence of ISI/IFI enhances this

phenomenon.

On the other hand, when precoding is perturbed, as normally happen

in ad-hoc networks, TR signals bear as much power as non-precoded

signals.

Uncoordinated ad-hoc networks performance under TR precoding

is thus improved due to the partial, not perfect correlation that exists

between the impulse responses of the users.

So, in centralized contexts - where all users communicate with the

same node or base station - it is possible to have power controlled

communications, but it is impossible to have TR interference without

peaks; while in uncoordinated ad-hoc networks, it goes the opposite.
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As a final step, robustness towards channel estimation errors was

evaluated. Channel estimation errors bring ISI/IFI back in the ref-

erence user frames, while decrease signal/mask correlation at each

receiver. Time Reversal communications experienced the greatest per-

formance losses - due to worse robustness to ISI/IFI.

In particular, TR All-Rake, which need a double channel estimation,

were the most degraded scheme.

So, effective channel estimation techniques, along with an appropri-

ate control of ISI/IFI, are crucial to Time Reversal application in ad-hoc

UWB networks.

Further investigations which could be made to enrich this work are:

the development of more powerful ISI/IFI removal techniques. In par-

ticular, TR precoding could be improved to combat ISI/IFI in the trans-

mitter side, without the need of a feedback block at reception; this

could have a positive impact in Time Reversal communications, both

in performance and complexity. The evaluation of more complex re-

ceivers, capable to exploit and to adapt to multiuser interference, and

to endorse multi-frame processing. The consideration of coding tech-

niques, for example a repetition code, at the expense of bitrate, to

improve overall performance.

The evaluation of all these improvements should require modifica-

tions to the discrete time model presented in this work.
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a.1 fundamentals of information theory

The main result of information theory (IT) is the finding that error-

free transmission across a non-ideal channel is possible: this happen

as long as the information rate doesn’t exceed the channel capacity.

This result is evaluable after the definition of mathematical objects

able to measure information. Within Shannon’s IT, the information is

measured considering the statistics of symbols emitted by information

sources.

a.1.1 Entropy

An information source emits a random discrete1 symbol X = xi

which assumes one out of M values x1, x2, . . . , xM from a given al-

phabet X. To each value, a probability of appearance is given:

PX(xi) = Pr {X = xi} (A.1.1)

For example, a binary information source can emit the binary symbols

X = 0 and X = 1 with probabilities Pr {X = 0} = p0 and Pr {X = 1} =

1− p0.

1 Although the transmitted and received signals are continuous-valued in the physical

channels, the communication problem is discrete in nature: the transmitter sends one

codeword and the receiver would like to figure out which codeword is transmitted

out of a finite number of them.

60



a.1 fundamentals of information theory 61

The average information associated with the symbol X is given by

the entropy, measured in bit:

H(X) = −

M∑

i=1

pX(xi) log2(pX(xi)) (A.1.2)

To better understand this definition, consider an information source

emitting letters from the italian alphabet.

In order to figure out a word, the first letters are important: in the

italian language just few words starts with the letter h, that is, the

letter h bears more information than the letter m when it comes to

distinguish several words.

Shannon demonstrated that the only function which could perfectly

represent the information associated to an event, i.e. a symbol, was

− log2(pX(xi)). This function translates in maths the fact for which a

surprising symbol bears more information than an expected one. Aver-

aging on each symbol, returns the equation (A.1.2).

The entropy can thus be interpreted as a measure of the amount

of uncertainty associated with the random variable x. From equation

(A.1.2) it comes that H(X) is always non-negative and equal to zero if X

is deterministic.
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Figure A.1-1: Entropy of a binary-valued random variable x which takes on

the values with probabilities p0 and 1− p0.

The definition of entropy can be extended by considering two ran-

dom variables. Here, X refers to the input symbol and Y denotes the

output symbol or received symbol, thus originating a channel model.
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With M input symbol values and N output symbol values, the joint

entropy is defined as follows:

H(X, Y) = −

M∑

i=1

N∑

j=1

pX,Y(X, Y) log2(pX,Y(X, Y)) (A.1.3)

The entropy of X conditional on Y = j is quickly defined to be:

H(X|Y = j) = −

M∑

i=1

pX|Y(xi|yj) log2(pX|Y(xi|yj)) (A.1.4)

This can be interpreted as the amount of uncertainty left in X after

observing that Y = j. The conditional entropy of X given Y is the mean

value of equation (A.1.4), averaged over all possible values of Y:

H(X|Y) = −

N∑

j=1

pY(yj)H(X|Y = j)) =

= −

M∑

i=1

N∑

j=1

pX,Y(xi,yj) log2(pX|Y(xi|yj)) (A.1.5)

One would expect that conditioning reduces uncertainty, and in fact

it can be shown that:

H(X|Y) 6 H(X) (A.1.6)

It becomes an equality when X and Y are indipendent random vari-

ables.

a.1.2 Mutual Information and Capacity

The subtraction H(X) −H(X|Y) is of special significance to the com-

munication problem. Since H(X) is the amount of uncertainty in X

before observing Y, this quantity can be interpreted as the reduction

in uncertainty of X from the observation of Y. It is the amount of

information in Y about X and it is called mutual information:

I(X; Y) = H(X) −H(X|Y) = H(Y) −H(Y|X) (A.1.7)

From the equation (A.1.6) it comes that the mutual information I(X; Y)

is a non-negative quantity, and it is equal to zero if X and Y are in-

dipendent.

To decode the transmitted symbol correctly with high probability, it

is clear that the mutual information has to be high, i.e. H(X|Y) has to

be close to zero.
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The highest achievable value of the mutual information is called

capacity of the channel:

C = max
pX

I(X; Y) (A.1.8)

This value is fundamental to the communication problem: Shannon

showed that an error-free communication can happen on a noisy chan-

nel if the transmission rate remains under C and an efficient coding

technique is used. Attempting to communicate at rates above C, makes

it impossible to drive the error prob. to zero.

The equation (A.1.8) is valid for a point-to-point communication;

how is it extended to the multiuser case? It is possible to define the con-

cept of capacity region: this is the set of all combinations (R1,R2, . . . ,RN)

such that all the N users can simultaneously communicate without er-

rors (at rates (R1,R2, . . . ,RN)). Since the users share the same band-

width, there is a tradeoff for which if one user wants to communicate

at a higher rate, the others must lower their.

An important performance measure for multiuser networks is the

sum-capacity:

Csum = max
R1,...,RN

N∑

i=1

Ri (A.1.9)

It is the maximum total throughput that can be achieved in the de-

signed network.

a.1.3 Differential Entropy

For continuos random variable X with a PDF fX(x), the differential

entropy is defined as:

H(X) = −

∫

S

fX(x) log fX(x)dx (A.1.10)

where S is the support set of the random variable X.

For example, considering an uniform distributed random variable,

one has:

H(X) = −

∫a

0

1

a
log(

1

a
)dx = loga (A.1.11)

Unlike with discrete variables, differential entropy can be negative: for

a < 1, loga < 0.
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For the Gaussian distribution X ∼ N(0,σ2) with fX(x) = (
√
2πσ2)−1 exp( x

2

2σ2
),

one has:

H(X) = −

∫∞

−∞
fX(x) loga fX(x)dx =

= −

∫∞

−∞
fX(x)(loga(

√
2πσ2)−1 −

x2

2σ2
loga e)dx =

=
1

2
loga(2πσ

2) +
loga e
2σ2

Ef[X
2] =

1

2
loga(2πeσ

2) (A.1.12)

It can be shown that Gaussian distribution maximizes differential en-

tropy. H(X) depends on the variance of the distribution, but not on the

mean value. In fact, differential entropy is invariant to translations:

H(X+ c) = H(X) (A.1.13)

where c is a constant term.

The mutual information I(X; Y) between two continuos random vari-

able X and Y is defined as:

I(X; Y) =
∫
fX,Y(x,y) log

fX,Y(x,y)
fX(x)fY(y)

dxdy (A.1.14)

where fX,Y(x,y) is the joint density function.

Mutual information can be evaluated through equation (A.1.7), as

in the discrete case. In the continuos case, the conditional differential

entropy H(Y|X) is defined as:

H(Y|X) = −

∫
fX,Y(x,y)H(Y|X = x)dxdy (A.1.15)

Mutual information can also be defined using relative entropy or

Kullback-Leibler divergence, which is:

D(fX||gX) =

∫
fX(x) log

fX(x)

gX(x)
dx (A.1.16)

which leads to:

I(X; Y) = D(fX,Y(x,y)||fX(x)fY(y)) (A.1.17)

Certain authors prefer to evaluate mutual information with the above

limit, which make just use of PDFs, rather than considering differential

entropies.
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a.2 matlab code

In this section, the Matlab code developed for the simulations is

outlined. Due to its length, just few important parts are included here.

Entropy Evaluation

The following code is able to evaluate entropy from the random vari-

able Z in input. The code section where a Gaussian Mixture, i.e. a

weighted sum of Gaussians, is used to estimate the PDF of Z served as

a benchmark in the initial steps of the work.

The Matlab function trapz(X,Z) returns the approximate integral of

Z via the trapezoidal method, with spacing increment X.

1 % F l a v i o Masch i e t t i − 15/12/2014

2 % This f u n c t i o n models the s t o c h a s t i c v a r i a b l e i n i np u t as a weighted sum

3 % o f gauss ians , then i t c a l c u l a t e s the en t ropy .

4 %

5 % Z = Random v a r i a b l e i n i n p u t

6 %

7 % P_Fit = Mixture Gaussian d i s t r i b u t i o n es t ima ted and ob ta ined

8 % H = Entropy

9

10 f u n c t i o n [ P_Fit , H, H_R]= Entropy ( Z )

11

12 GMM = 0;

13 sw i t ch GMM

14 case 0

15 P_Fit = 0 ;

16 H = 0 ;

17 case 1

18 Options = s t a t s e t ( ’ MaxI ter ’ , 5 0 0 ) ;

19 % g m d i s t r i b u t i o n . f i t (X , k ) uses an Expec ta t i on Maximiza t ion a l g o r i t hm to

20 % c o n s t r u c t an o b j e c t o f the g m d i s t r i b u t i o n c l a s s .

21 % This o b j e c t c o n t a i n s maximum l i k e l i h o o d e s t i m a t e s o f the parameters i n a

22 % Gaussian m i x t u r e model wi th k components f o r data in the n−by−d m a t r i x X ,

23 % where n i s the number o f o b s e r v a t i o n s and d i s the dimens ion o f the data .

24 P_Fit = g m d i s t r i b u t i o n . f i t ( Z , 2 , ’ Opt ions ’ , Options , ’ S t a r t ’ , ’ randSample ’ , . . .

25 ’ R e p l i c a t e s ’ , 5 0 ) ; % More i t e r a t i o n s are conc luded to reach convergence

26
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27 % E x t r a c t v a r i a n c e o f the Gaussian Mixture d i s t r i b u t i o n

28 varComponents = squeeze ( P_Fit . Sigma ) ;

29 % E x t r a c t the minimum standard d e v i a t i o n f rom the v a r i a n c e

30 s tdmin = s q r t ( min ( varComponents ) ) ;

31 % The minimum i s taken because the s tep o f i n t e g r a t i o n must be compa t ib l e

32 % wi th the nar rower d i s t r i b u t i o n

33

34 % Considered i n t e r v a l o f i n t e g r a t i o n

35 x = (−10∗ s td ( Z ) : s tdmin /10 :10∗ s td ( Z ) ) ’ ;

36

37 % Entropy

38 H = − t r a p z ( x , P_Fit . pd f ( x ) . ∗ l og ( P_Fit . pd f ( x ) ) ) / l og ( 2 ) ;

39 end

40 % Di r e c t c a l c u l a t i o n o f the Entropy f rom the random v a r i a b l e i n i np u t

41 [ N_H, X_H ] = h i s t ( Z , 2 5 0 ) ;

42 PDF = N_H / t r a p z (X_H , N_H ) ;

43 f o r k = 1 : l eng th (PDF)

44 i f (PDF( k ) == 0)

45 PDF( k ) = 1e−6; % To s imp ly avo id numer i ca l i n s t a b i l i t y

46 end

47 end

48 H_R = − t r a p z (X_H , PDF . ∗ l og (PDF) ) / log ( 2 ) ;
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Sync Tool

The following code manages asynchronization between users, each

signal is oversampled, and then convolved with a Scholz pulse, a usual

choice in UWB communications.

Signal-to-Noise ratio is changed after oversampling.

1 % F l a v i o Masch i e t t i − 23/03/2015

2 % This f u n c t i o n p r o v i d e s a m a t r i x c o n t a i n i n g K user s i g n a l s

3 % which are NOT SYNCHRONIZED . The d e s y n c h r o n i z a t i o n i s made p o s s i b l e

4 % wi th the gene ra t i on o f (K − 1) t ime misa l i gnmen t s .

5

6 % HYPO: the s i g n a l s are p e r f e c t l y sampled , a t Nyquist f r equency ;

7 % the va lue in each t ime bin ( Chip ) o f the DISCRETE t ime model c o n t a i n s

8 % the PEAK va lue o f the em i t t ed or r e p l i c a t e d ( by m u l t i p a t h ) waveform

9 % HYPO: the waveform occupy the e n t i r e ch ip t ime ( Tc = Tm ) .

10

11 f u n c t i o n [ Out , Dith , In , SchPulse , OverSam ] = Sync_Tool ( In , Chip_Num , IRP )

12

13 % Sampling pe r i od [ s ]

14 SamplingPeriod = 1 / 0 .25 e2 ;

15 % Chip Time [ s ]

16 Tc = 1e−9;

17 % Pulse d u r a t i o n [ s ]

18 Tm = Tc ;

19 % Number o f samples to r e p r e s e n t the pu l se

20 Sampl = f l o o r (Tm / SamplingPeriod ) ;

21

22 % Shape f a c t o r

23 Tau = Tm / 2 ;

24

25 % Scholz pu l se

26 i f ( Sampl == 1)

27 T = 0 ;

28 e l s e

29 T = l i n s p a c e (−Tm/ 2 , Tm/ 2 , Sampl ) ;

30 end

31 Scho l t z = (1 − 4 . ∗ p i . ∗ ( ( T . / Tau ) . ^ 2 ) ) . ∗ exp ( −2.∗ p i . ∗ ( ( T . / Tau ) . ^ 2 ) ) ;

32 SchPulse = Scho l t z / norm ( Scho l t z ) ;

33
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34 % Users

35 U = s i z e ( In , 2 ) ;

36 % (K − 1) Time misa l i gnmen t s (−Tc < Di the r < Tc )

37 Dith = − Chip_Num∗Tc + 2∗Chip_Num∗Tc∗ rand ( 1 , U ) ; % Misa l ignen t max = Frame t ime

38

39 % Oversampl ing i n p u t m a t r i x

40 Over_ In = upsample ( In , Sampl ) ;

41 % Pulse shaping

42 Shaped_In = ze ro s ( s i z e ( Over_In , 1 ) , U ) ;

43 f o r n = 1 : U

44 Shaped_In ( : , n ) = conv ( Over_ In ( : , n ) , SchPulse , ’ same ’ ) ;

45 end

46

47 Shaped_Out = Shaped_In ;

48 f o r n = 1 : U

49 i f n == IRP

50 e l s e

51 % Misal ignment index

52 IM = round ( Sampl∗ Dith ( n ) ) ;

53 Shaped_Out ( : , n ) = c i r c s h i f t ( Shaped_In ( : , n ) , IM ) ;

54 end

55 end

56

57 Out = Shaped_Out ;

58 OverSam = Sampl ;

59

60 end
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Main script

The following code is the actual simulator. It creates the network

scenario and starts the simulation. At the end, results are plotted,

although no graphs section is shown here.

1 % F l a v i o Masch i e t t i − ( s t a r t e d on ) 11/12/2014

2 % Main s c r i p t ( Unsynchronized − wi th INTER−FRAME−SYMBOL I n t e r f e r e n c e )

3

4 c l o s e a l l

5 c l e a r a l l

6

7 % General parameters

8 Lambda = 1 ; % Densi ty

9

10 Pairs_Edge = 20 ; % Num . o f p a i r s

11 U_Edge = Pairs_Edge ∗2 ; % Num . o f u se r s

12

13 Frame_Num = 0 .5 e4 ; % Frame number on each a t tempt

14

15 K = Pairs_Edge ; % Number o f p a i r s

16 % ( Fixed Load , i n c r e a s i n g K leads to have more m u l t i use r i n t e r f e r e n c e )

17 Load = 1 ;

18 % Number o f ch i p s i n a f rame ( Length o f sp read ing sequence )

19 N = c e i l (K . / Load ) ;

20

21 % SNR ( Signal Power / SigmaN2 )

22 Gamma_dB = ( −20 :10 : 40 ) ;

23 % Gamma_dB = 30;

24 Gamma = 1 0 . ^ ( Gamma_dB . / 1 0 ) ;

25

26 % Noise v a r i a n c e

27 SigmaN2 = 1 ;

28

29 At tempts = 0 .5 e4 ; % Montecar lo t r i a l s

30 Scenario_Num = 4 ; % Scenar io ( r e c e i v e r s ) c ons i de red

31

32 % INITIALIZATIONS

33 I_YB = ze ro s ( l eng th (N) , l eng th (Gamma ) , Scenario_Num , At tempts ) ;

34 I_YB_R = ze ro s ( l eng th (N) , l eng th (Gamma ) , Scenario_Num , At tempts ) ;
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35 BitR = ze ro s ( l eng th (N) , l eng th (Gamma ) , Scenario_Num , At tempts ) ;

36 BitR_R = ze ro s ( l eng th (N) , l eng th (Gamma ) , Scenario_Num , At tempts ) ;

37 Spect ra lE = ze ro s ( l eng th (N) , l eng th (Gamma ) , Scenario_Num , At tempts ) ;

38 SpectralE_R = ze ro s ( l eng th (N) , l eng th (Gamma ) , Scenario_Num , At tempts ) ;

39

40 f o r m = 1 : At tempts % Montecar lo Loop

41

42 % Topology Generat ion (R = Node number , 1C = X coord , 2C = Y coord )

43 Pos = Topol_Gen ( Lambda , U_Edge ) ;

44 f i g u r e ( 1 ) ;

45 s c a t t e r ( Pos ( : , 1 ) , Pos ( : , 2 ) ) ;

46 s e t ( gca , ’ FontName ’ , ’ Pa la t i no ’ ) ;

47

48 % Pai r s d e f i n i t i o n (R = Pair number , 1C = Tx number , 2C = Rx number )

49 Pai r s = Pairs_Gen ( U_Edge ) ;

50

51 % Plo t pa i r ed node TX and RX

52 s c a t t e r ( Pos ( Pa i r s ( : , 1 ) , 1 ) , Pos ( Pa i r s ( : , 1 ) , 2 ) , 36 , [ 0 . 1 0 . 1 0 . 5 ] , . . .

53 ’ d ’ , ’ L inewid th ’ , 2 ) ;

54 hold on

55 g r i d on

56 s c a t t e r ( Pos ( Pa i r s ( : , 2 ) , 1 ) , Pos ( Pa i r s ( : , 2 ) , 2 ) , 36 , [ 1 0 .45 0 . 1 5 ] , . . .

57 ’ o ’ , ’ f i l l e d ’ , ’ L inewid th ’ , 2 ) ;

58 a x i s ( [ 0 s q r t ( Lambda∗U_Edge ) 0 s q r t ( Lambda∗U_Edge ) ] ) ;

59 s e t ( gca , ’ FontName ’ , ’ Pa la t i no ’ ) ;

60

61 % Refe rence p a i r index

62 IRP = Pairs_Edge ;

63

64 % Plo t pa i r ed node l i n k s

65 f o r p = 1 : l eng th ( Pa i r s )

66 i f ( p == IRP )

67

68 x = [ Pos ( Pa i r s ( p , 1 ) , 1 ) , Pos ( Pa i r s ( p , 2 ) , 1 ) ] ;

69 y = [ Pos ( Pa i r s ( p , 1 ) , 2 ) , Pos ( Pa i r s ( p , 2 ) , 2 ) ] ;

70

71 l i n e ( x , y , ’ Co lo r ’ , [ 0 . 4 0 . 8 0 . 8 5 ] , ’ L i n e s t y l e ’ , ’ −. ’ ) ;

72

73 e l s e
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74

75 x = [ Pos ( Pa i r s ( p , 1 ) , 1 ) , Pos ( Pa i r s ( p , 2 ) , 1 ) ] ;

76 y = [ Pos ( Pa i r s ( p , 1 ) , 2 ) , Pos ( Pa i r s ( p , 2 ) , 2 ) ] ;

77

78 l i n e ( x , y , ’ Co lo r ’ , [ 0 . 3 5 0 .55 0 . 8 5 ] ) ;

79

80 end

81 end

82

83 % D e f i n i t i o n o f the d i s t a n c e between each TX and the r e f e r e n c e RX

84 [ Distance , Distance_R ] = Dis tance_Calc ( Pairs , Pos , IRP ) ;

85

86 % UWB Channel

87 %

88 % I d e a l

89 % h_DT = UWB_Discrete_Impulse_Response_Ideal ( Pairs_Edge ) ;

90 % Simple Mul t ipa th

91 % h_DT = UWB_Discrete_Impulse_Response_Simple_Mult ipath ( Pairs_Edge ) ;

92 % 802 . 15 . 3 a Model

93 h_DT = UWB_Discrete_Impulse_Response_802_15_3a ( Pairs_Edge ) ;

94 h_DT_Inv = ze ro s ( 50 , 1 ) ;

95

96 f o r q = 1 : Scenario_Num % Scenar io Loop

97

98 % AllRake and Precoding ( Time Reve r sa l ) a c t i v a t o r s ( boolean )

99 i f ( q == 1)

100 AllRake = 0 ; % Deac t i v a t e to ob ta i n NRake r e c e i v e r

101 PreCod = 1 ;

102 % A c t i v a t e to base Time Reve r sa l on the channel between

103 % the r e f e r e n c e r e c e i v e r and each o the r t r a n s m i t t e r

104 TR_Mod = 0 ;

105 TR_Mean = 0 ;

106 end

107 i f ( q == 2)

108 AllRake = 1 ; % A c t i v a t e to ob ta i n Al lRake r e c e i v e r w/ Time Reve r sa l

109 PreCod = 1 ;

110 TR_Mod = 0 ; % With TR_Mod = 0 , TimeReversa l i s based on each p a i r channel

111 TR_Mean = 0 ; % Time Reve r sa l i s made on a mean bas i s

112 end
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113 i f ( q == 3)

114 AllRake = 0 ; % A c t i v a t e to ob ta i n Al lRake r e c e i v e r w/ Time Reve r sa l

115 PreCod = 0 ;

116 TR_Mod = 0 ; % With TR_Mod = 0 , TimeReversa l i s based on each p a i r channel

117 TR_Mean = 0 ; % Time Reve r sa l i s made on a mean bas i s

118 end

119 i f ( q == 4)

120 AllRake = 1 ; % A c t i v a t e to ob ta i n Al lRake r e c e i v e r w/ Time Reve r sa l

121 PreCod = 0 ;

122 TR_Mod = 0 ; % With TR_Mod = 0 , TimeReversa l i s based on each p a i r channel

123 TR_Mean = 0 ; % Time Reve r sa l i s made on a mean bas i s

124 end

125

126 f o r t = 1 : l eng th (N) % Load Loop

127

128 f o r p = 1 : l eng th (Gamma) % SNR Loop

129

130 d i sp ( ’ Remaining : ’ ) ;

131 d i sp ( [ ’ ’ , num2str ( At tempts − m) , ’ . ’ , . . .

132 num2str ( Scenario_Num − q ) , ’ . ’ , . . .

133 num2str ( l eng th (N) − t ) , ’ . ’ , num2str ( l eng th (Gamma) − p ) ] ) ;

134 Z = ze ro s ( Frame_Num , 1 ) ;

135 b_Z = ze ro s ( Frame_Num , 1 ) ;

136 D = ze ros (150+(Frame_Num∗N( t ) ) , K ) ;

137

138 f o r k = 1 : K % User Loop

139

140 i f ( PreCod == 1)

141 % w/ Precoding

142 Tau = 0 ;

143 % ( Tau = 0 , p e r f e c t channel s t a t e i n f o r m a t i o n s ;

144 % Tau > 0 , i m p e r f e c t channel s t a t e i n f o r m a t i o n s )

145 i f ( TR_Mod == 1)

146 h_DT_Inv = ( f l i p u d ( s q r t (1−Tau ^2)∗h_DT ( : , k , IRP ) + . . .

147 Tau∗ randn ( l eng th ( h_DT ( : , k , IRP ) ) , 1 ) ) ) / . . .

148 norm ( h_DT ( : , k , IRP ) ) ; % Normalized because o f power c o n s t r a i n t

149 e l s e h_DT_Inv = ( f l i p u d ( s q r t (1−Tau ^2)∗h_DT ( : , k , k ) + . . .

150 Tau∗ randn ( l eng th ( h_DT ( : , k , k ) ) , 1 ) ) ) / . . .

151 norm ( h_DT ( : , k , k ) ) ;
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152 end

153 i f ( TR_Mean == 1)

154 h_DT_Inv_M = ze ro s ( 50 , 1 ) ;

155 f o r v = 1 : K

156 h_DT_Inv_M = h_DT_Inv_M + ( ( f l i p u d ( s q r t (1−Tau ^2)∗h_DT ( : , k , v ) + . . .

157 Tau∗ randn ( l eng th ( h_DT ( : , k , v ) ) , 1 ) ) ) / . . .

158 norm ( h_DT ( : , k , v ) ) ) ;

159 end

160 h_DT_Inv_M = ( h_DT_Inv_M ∗ p in v (K ) ) ;

161 h_DT_Inv = h_DT_Inv_M / norm ( h_DT_Inv_M ) ;

162 end

163 % I n v e r t e d IR ad jus tmen t

164 S h i f t = 50 − ( f i n d ( h_DT_Inv , 1 ) − 1 ) ;

165 h_DT_Inv = c i r c s h i f t ( h_DT_Inv , S h i f t ) ;

166 % TR ad jus tmen t

167 L = leng th ( h_DT_Inv ) ;

168 % Precoding m a t r i x f o r p a i r k

169 P = convmtx ( h_DT_Inv , N( t )+L ) ;

170 % Channel m a t r i x f o r p a i r k

171 C = convmtx ( h_DT ( : , k , IRP ) / norm ( h_DT ( : , k , IRP ) ) , N( t )+(2∗L ) −1) ;

172 e l s e

173 % w/ o Precoding

174 % Channel m a t r i x ( C o n v o l u t i o n a l m a t r i x ) f o r p a i r k

175 C = convmtx ( h_DT ( : , k , IRP ) / norm ( h_DT ( : , k , IRP ) ) , N( t ) ) ;

176 % TR ad jus tmen t

177 L = 0 ;

178 % Precoding m a t r i x f o r p a i r k

179 P = eye (N( t ) ) ;

180 end

181

182 f o r d = 1 : Frame_Num % Frame Loop

183

184 % T r a n s m i t t e r cha in

185 b = s q r t (Gamma( p )∗ SigmaN2∗N( t ) ) ∗ ( randn ) ; % Symbol to t r a n s m i t

186 % A Time Hopping v e c t o r i s generated f o r each p a i r

187 S_TH = TH_Code_Gen (N( t ) , L ) ;

188 x = S_TH ∗ b ; % The symbol i s ass igned to one ch ip between N

189 % The symbol i s t r a n s m i t t e d wi th p o s s i b l e Precoding

190 x_Tx = P ∗ x ;
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191

192 % The symbol a r r i v e s to the r e f e r e n c e RX

193 % ( wi th e v en t ua l p ropaga t i on e f f e c t s )

194 y = C ∗ ( s q r t ( Distance_R ( k )^ ( −2 ) ) ∗ x_Tx ) ;

195

196 % Saving the r e f e r e n c e communicat ion

197 i f ( k == IRP )

198 y_R(1+( l eng th ( y ) ∗ ( d − 1 ) ) : ( l eng th ( y )∗ d ) , 1 ) = y ;

199 TH_R(1+( l eng th (S_TH ) ∗ ( d − 1 ) ) : ( l eng th (S_TH)∗ d ) , 1 ) = S_TH ;

200 C_R = C ;

201 % The Precoding m a t r i x i s e s t ima ted by the r e c e i v e r

202 % wi th the same e s t i m a t i o n e r r o r Tau

203 i f ( PreCod == 1)

204 h_DT_Inv = ( f l i p u d ( s q r t (1−Tau ^2)∗h_DT ( : , k , IRP ) + . . .

205 Tau∗ randn ( l eng th ( h_DT ( : , k , IRP ) ) , 1 ) ) ) / . . .

206 norm ( h_DT ( : , k , IRP ) ) ;

207 h_DT_Inv = c i r c s h i f t ( h_DT_Inv , S h i f t ) ;

208 P_R = convmtx ( h_DT_Inv , N( t )+L ) ;

209 end

210 end

211

212 % Saving data to sum

213 D(1+(N( t ) ∗ ( d − 1 ) ) : ( l eng th ( y )+( d − 1)∗N( t ) ) , k ) = . . .

214 D(1+(N( t ) ∗ ( d − 1 ) ) : ( l eng th ( y )+( d − 1)∗N( t ) ) , k ) + y ;

215

216 end

217

218 end

219

220 % Synch ron i za t i on remova l

221 [ D, Dith , D_Pre , Pulse , OverSampl ] = Sync_Tool (D, N( t ) , IRP ) ;

222

223 % Thermal no i se wi th v a r i a n c e SigmaN2 i s added

224 D = D + s q r t ( SigmaN2 )∗ randn ( s i z e (D ) ) ;

225

226 % Oversampl ing and shaping o f the r e f e r e n c e s i g n a l

227 Over_y_R = upsample ( y_R , OverSampl ) ;

228 Shaped_y_R = conv ( Over_y_R , Pulse , ’ same ’ ) ;

229
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230 f o r d = 1 : Frame_Num

231

232 % Frame a r r i v e d to the r e f e r e n c e RX

233 y_k_Rx = sum (D(1+(N( t ) ∗ ( d − 1)∗ OverSampl ) : . . .

234 ( ( l eng th ( y )+(d − 1)∗N( t ) ) ∗ OverSampl ) , : ) , 2 ) ;

235 % The r e f e r e n c e s i g n a l i s s u b t r a c t e d

236 y_Z = y_k_Rx − Shaped_y_R (1+( l eng th ( y ) ∗ ( d − 1)∗ OverSampl ) : . . .

237 ( l eng th ( y )∗ d∗OverSampl ) ) ;

238 % Computat ion o f the i n t e r f e r e n c e d e c i s i o n v a r i a b l e

239 i f ( PreCod == 1)

240 % AllRake r e c e i v e r

241 M = C_R ∗ P_R ∗ TH_R(1+( l eng th (S_TH ) ∗ ( d − 1 ) ) : ( l eng th (S_TH)∗ d ) ) ;

242 i f ( Al lRake == 0)

243 % 1Rake r e c e i v e r

244 [ TR_Max , TR_Ind ] = max ( abs (M) ) ;

245 Temp = ze ro s ( l eng th (M) , 1 ) ;

246 Temp ( TR_Ind ) = M( TR_Ind ) ;

247 M = Temp ;

248 end

249 Over_M = upsample (M, OverSampl ) ;

250 Shaped_M = conv ( Over_M , Pulse , ’ same ’ ) ;

251 Z ( d , 1 ) = ( Shaped_M ) ’ ∗ y_Z ∗ p in v ( norm ( Shaped_M ) ) ;

252 b_Z ( d , 1 ) = ( Shaped_M ) ’ ∗ . . .

253 Shaped_y_R (1+( l eng th ( y ) ∗ ( d − 1)∗ OverSampl ) : . . .

254 ( l eng th ( y )∗ d∗OverSampl ) ) ∗ . . .

255 p in v ( norm ( Shaped_M ) ) ;

256 e l s e

257 % AllRake r e c e i v e r

258 M = C_R ∗ TH_R(1+( l eng th (S_TH ) ∗ ( d − 1 ) ) : ( l eng th (S_TH)∗ d ) ) ;

259 i f ( Al lRake == 0)

260 % 1Rake r e c e i v e r

261 [ TR_Max , TR_Ind ] = max ( abs (M) ) ;

262 Temp = ze ro s ( l eng th (M) , 1 ) ;

263 Temp ( TR_Ind ) = M( TR_Ind ) ;

264 M = Temp ;

265 end

266 Over_M = upsample (M, OverSampl ) ;

267 Shaped_M = conv ( Over_M , Pulse , ’ same ’ ) ;

268 Z ( d , 1 ) = ( Shaped_M ) ’ ∗ y_Z ∗ p in v ( norm ( Shaped_M ) ) ;
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269 b_Z ( d , 1 ) = ( Shaped_M ) ’ ∗ . . .

270 Shaped_y_R (1+( l eng th ( y ) ∗ ( d − 1)∗ OverSampl ) : . . .

271 ( l eng th ( y )∗ d∗OverSampl ) ) ∗ . . .

272 p in v ( norm ( Shaped_M ) ) ;

273 % D e c o r r e l a t o r r e c e i v e r

274 % Z ( d , 1 ) = p in v ( Shaped_M ) ∗ y_Z ;

275 % MMSE r e c e i v e r

276 % W = ( (M’ ∗ M) + ( ( Gamma( p )^ ( −1 ) )∗ eye ( s i z e (M’ ∗ M) ) ) ) ^ ( − 1 ) ∗ M’ ;

277 % Z ( d , 1 ) = W ∗ y_Z ;

278

279 end

280

281 end

282

283 % I n t e r f e r e n c e and ou tpu t v a r i a b l e

284 ZE = Z ;

285 Y = ZE + b_Z ;

286

287 % Entropy e v a l u a t i o n

288 [ P_ZE , h_ZE , h_ZE_R ] = Entropy (ZE ) ;

289 [ P_Y , h_Y , h_Y_R ] = Entropy ( Y ) ;

290

291 % Mutual I n f o r m a t i o n ob ta ined f rom Gaussian Mixture e s t i m a t i o n

292 I_YB ( t , p , q , m) = h_Y − h_ZE ;

293 % Mutual i n f o r m a t i o n ob ta ined d i r e c t l y f rom Z va lue s

294 I_YB_R ( t , p , q , m) = h_Y_R − h_ZE_R ;

295

296 % BitRate ob ta ined f rom Gaussian Mixture e s t i m a t i o n

297 BitR ( t , p , q , m) = I_YB ( t , p , q , m) ∗ p in v (N( t ) ) ∗ K ∗ Tc ;

298 % BitRate ob ta ined d i r e c t l y f rom Z va lue s

299 BitR_R ( t , p , q , m) = I_YB_R ( t , p , q , m) ∗ p in v (N( t ) ) ∗ K ∗ Tc ;

300

301 % Spec t r a l E f f i c i e n c y ob ta ined f rom Gaussian Mixture e s t i m a t i o n

302 Spect ra lE ( t , p , q , m) = I_YB ( t , p , q , m) ∗ p in v (N( t ) ) ∗ K;

303 % Spec t r a l E f f i c i e n c y ob ta ined d i r e c t l y f rom Z va lue s

304 SpectralE_R ( t , p , q , m) = I_YB_R ( t , p , q , m) ∗ p in v (N( t ) ) ∗ K;

305

306 end

307
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308 end

309

310 end

311

312 end

313

314 % Mean va lue

315 I_YB = mean ( I_YB , 4 ) ;

316 I_YB_R = mean ( I_YB_R , 4 ) ;

317 BitR = mean ( BitR , 4 ) ;

318 BitR_R = mean ( BitR_R , 4 ) ;

319 Spect ra lE = mean ( SpectralE , 4 ) ;

320 SpectralE_R = mean ( SpectralE_R , 4 ) ;
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